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## Dear Readers

The word "digital" is by no means new to you. "Digital" has been used to describe many things, from clocks to computers. It's as though the mere mention of the word created a spell-binding effect. No wonder sales promotion ad agencies make frequent use of the word!

In fact, today, digital technology has made its presence felt among audio products such as tape decks, turntables, tuners, etc. As a result, the products' features and functions as well as their quality and reliability have been greatly improved over conventional versions.

For instance, many relays and switches have been replaced by digital IC's which use the simple logic of 0 and 1 , or $O N$ and $O F F$ in a pair. In control circuits, digital IC's have been employed for auto music selection, auto lead-in, return and
repeat functions, etc. In Pioneer's high-end digital tuner, for example, digital technology has also been employed for automatic scanning, programmable preset tuning, electronic switching, LED and LCD display circuits and stable frequency performance.

There is no doubt that many new products to be released in the near future will make greater use of digital IC technology. With this in mind, Pioneer has prepared this book to help you understand the fundamental digital principles and to supplement the explanations in service manuals for Pioneer products featuring digital technology.

There are many things to be learned before acquiring a complete understanding of "digital," and it is our hope that this book will be helpful in your study.
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## Basic Course "Digital"

## 1. Digitol and analog

The quantity of countable things, like trees or cars, can be determined by counting them digitally. On the other hand, uncountable things, such as water or time, must be measured analogically to determine therr volume. Digital data is comprised of discrete units which have no intermediate value. If medium quantity is undesirable or inconvenient, digital processing is very effective.
The ordinary household light switch and thermostat whose positions or values are changeable in discrete steps, are digital circuits.
Diodes and transistors also work as digital switches.

## 2. Logic circuit

In a logic circuit, the numbers 1 and 0 are used. These numbers in themselves do not indicate values but opposite states, such as "yes" and "no," "on" and "off," or "high" and "low." By using 1 and 0 , the shifting process of all logic circuits can be understood and expressed in a logical algebraic form. (See appendix on Boolean Algebra.)

## 2-1. Types of circuits

a) NOT circuit (Inverter)

NOT circuits are shown in Fig. 1 (a) and (b).
When the input of the circuit becomes 1 , the output becomes 0 , and when the input becomes 0 , the output becomes 1 as shown on the truth table in Fig. 1 (c).
The circles in the symbols indicate negation, which will be explained later.
The function of a NOT circuit can be expressed algebraically by $F=\bar{A}, \bar{A}$ standing for negative $A$. The lamp circuit shown in Fig. 1 (d) illustrates a simple example of a NOT circuit.
Supposing that:
Switch $A$ is closed: $A=1$
Switch $A$ is open: $A=0$
Lamp is on: $\quad \mathrm{F}=1$
Lamp is off: $\quad \mathrm{F}=0$
Then, as the circuit clearly shows, the switch is open when the lamp is on. This proves that $A$ and $F$ are reversed as in the truth table in Fig. 1 (c).
(a) Symbol 1

(b) Symbol 2

(c) Truth table

| $A$ | $F=\bar{A}$ |
| :---: | :---: |
| 1 | 0 |
| 0 | 1 |

(d) Light switching circurt


Fig. 1 NOT circuit
b) AND circuit (Logical mutiplication)

A rypical AND crouit is snuwn in Fig. 2.
With two inputs, there ire four combinations, Since the outur becomes" only when the tuputs are i, the funchon can be expresscr by $F=A \cdot B$. Now let's apply this to the amp cncuit. The lamp will go on onfy when bot? $A$ and $B$ are 1 . This can be detemmed by multulying $A$ and $B$ as shown in the Fig. 2 (b) truth table.
Such a relationship between $A$ and $B$ is called logical multiplication, or AND, and such a circuit is known as an AND circuit.
(a) Symbol

(b) Truth table

| $A$ | $B$ | $F=A \cdot B$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

(c) Light switching circuit

c) OF circut (Logical aumion)

This type of circuit is illustreted $\mathrm{F}_{1}$. 3.
With this crewit the ouput becomes if wher at feast one mot is 1.
This unchon a expressed as $P=A-B$.
Applyeg ans to the "amp circuth fig 3 (u) tre lame whi be on when $A$ or $B$ is 1. " $n$ other woras. this is aetemined by adding $A$ and $B$ as shown in the wuth table n Fig. 3 (b).
(a) Symbol

(b) Truth table

| $A$ | $B$ | $F=A+B$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 1 |

(c) Light switching creuit


Fig. 3 OR circuit

Fig. 2 AND circuit

## d) NAMD Crresig

A NAND circuit is shownin lig. A.
This is a combination of an AN circuin and a NOT cascul.
As on tput $F$ is the reverse of the A ND circhits our put $A$, 8 , it is represered by $\bar{A} B$, the symbol for which is shown in $\Gamma$ ig 4 (b).
The truth table in Fig. f (c) indicates that output $F$ is the reverse of AND .
4) WOR circut

Fig is shows a VOR circuit, which is a combination of an $O R$ and a NOT circuit.
As ortput $F$ is the reyerse of the $O R$ circut's $A+B$ outpht it is represented by $A+B$, the symbol for which is shown in Fig. 5 (b).
The truth table in Fig. 5 (c) indicates that output $F$ is the reverse of $O R$.

(a) Function

(a) Function

(b) Symbol

(c) Truth table

| $A$ | $B$ | $F=\bar{A} \cdot \bar{B}$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

Fig. 4 NAND circuit
(b) Symbol

(c) Truth table

| $A$ | $B$ | $F=\bar{A}+B$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 0 |

Fig. 5 NOR circuit

## 2-2. Positive and negative logic

A logic circuit sounds very complicated. But Pioneer products already have circuits such as the one shown in Fig. 6. Since years ago, when the words "digital circuit" were not popular, we have been reading conventional circuits in the logical way.


Fig. 6 Typical protection circuit

When the voltage level at the base of a NPN (PNP) transistor becomes high, the level at the collector becomes low (high). Fig. 7 shows part of the protection circuit in Fig. 6, while Fig. 7 (b) shows its function table.
When both input levels become high (Vcc: supplied voltage), the output level becomes high. When these high and low (OV) levels correspond to 1 and 0 respectively, this nis i becomes an AND circuit, Fig. 7 (c). When these high and low levels correspond to 0 and 1 respectively, the function becomes that of an OR circuit, Fig. 7 (d). The logical function of a circuit changes completely when the level correspondents are shifted. The former ( $\mathrm{H}=1$ and $\mathrm{L}=0$ ) is called "positive logic" and the latter ( $\mathrm{H}=0$ and $L=1$ ), "negative logic."
The circles at the terminal of Fig. 7 (d) indicate negative logic. Circuit (d) is an Invert NOR type, having negation circles at both input and output.
(a) Part of protection

(b)

| $A$ | $B$ | $F$ |  |
| :---: | :---: | :---: | :--- |
| $L$ | $L$ | $L$ |  |
| $L$ | $H$ | $L$ | $H=V c c$ |
| $H$ | $L$ | $L$ |  |
| $H$ | $H$ | $H$ |  |

(c) For positive logic


| $A$ | $B$ | $F=A \cdot B$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

(d) For negative logic


| $\bar{A}$ | $\bar{B}$ | $F=\overline{\bar{A}+\bar{B}}$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 1 |
| 0 | 1 | 1 |
| 0 | 0 | 0 |

Fig. 7 Logic circuit

When positive logic 1 is applied to the input of the NOT circuit in Fig. 1 (a), the output becomes negative logic 1. The NAND circuit in Fig. 8 (a) can be considered an AND circuit with positive input logic and negative output logic. The circuit is the same as that shown in Fig. 4 (b).
Then positive logic 1 is applied to inputs $A$ and $B$, the output becomes negative logic 1. When the output of the above is expressed in negative logic, the truth table will be the same as that of an AND circuit. Why should the same level be regarded differently? The answer is that it is easy to understand a whole circuit when the state of "lighting lamp" or "rotating motor" is expressed as 1 in Fig. 9 where the positive logic AND circuit shows that the lamp lights when the output is 0 , which is hard to understand.
In Fig. 10, it is expressed with the negative logic Invert NOR circuit. With this circuit, it is easier to understand the function (refer to Fig. 11) that causes the lamp to light when one of the inputs is 1 (negative logic). The fact that a circuit can be considered to function as either an AND circuit or an OR circuit by positive or negative logic respectively is called 'logical relativity."
(a) NAND positive logic input
negative logic output

A positive 1 Symbol of negative
(b) Truth table

| Positive <br> logic |  | Negative <br> logic |
| :---: | :---: | :---: |
| A | B | F |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

Fig. 8 NAND circuit
(a) For positive AND circuit application

(b) Truth table

| $A$ | $B$ | Output |  |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | ON |
| 0 | 1 | 0 | ON |
| 1 | 0 | 0 | ON |
| 1 | 1 | 1 | OFF |

Fig. 9 AND circuit

(b) Truth table

| $A$ | $B$ | Output |  |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | ON |
| 1 | 0 | 1 | ON |
| 0 | 1 | 1 | ON |
| 0 | 0 | 0 | OFF |

Fig. 10 Invert NOR circuit

These examples explain why there is both positive and negative logic for the same function.
Then, what about actual repair of a product or checking its operation? In this case, H (high) and $L$ (low) levels are used, rather than the truth table, for checking voitage and wave forms.
The numbers 1 and 0 are useful when considering digital circuits logically, but a function table is more convenient for repairing.
Now let's see how the functions of each logic circuit can be easily understood from a circuit diagram that contains negative logic symbols.
In Table 1, the positive logic can be represented by H and the negative logic (marked with O ) by L. So let's use a NAND circuit (positive logic input) and an Invert OR circuit (negative logic input) and see what happens.

## (1) NAND circuit

As the input is positive logic, it is represented by H; and the output, negative logic, by L. As the symbol is $\mathrm{NOT}+\mathrm{AND}(\mathrm{AND}+\mathrm{NOT}), \mathrm{F}=\mathrm{L}$ when A and $\mathrm{B}=$ H. This is represented by
(2) Invert OR circuit

As the input is negative hogic, it is represented by L , and the output, positive logic, by H. As the symbol is $N O T+O R, F=H$ when $A$ or $B=L$. This is represented by

| $A$ | $B$ | $F$ |
| :--- | :--- | :--- |
| $L$ | $L$ | $H$ |
| $L$ | $H$ | $H$ |
| $H$ | $L$ | $H$ |

in the function table.
Thus, a part of the function is represented by a symbol. As these logic circuits are generally termed gates, we will refer to them as such from here on (a NAND circuit = a NAND gate).
Table 2 shows yarious gates most frequently used. Please refer to $4-3 i$ for the Exclusive OR circuit explanation.

| Positive loga mput | Negatuve logic mput | Function table |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A L H |  | $\begin{aligned} & \mathrm{F} \\ & \mathrm{~L} \\ & \mathrm{H} \end{aligned}$ |  |
| $A=H$ $F=L$ <br> A <br> inverter |  | A L H |  | $\frac{F}{H}$ |  |
|  |  | $A$  <br> $\mathbf{L}$  <br> $L$  <br> $H$  <br> $H$  <br>   | $\begin{aligned} & \mathrm{B} \\ & \mathrm{~L} \\ & \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{H} \end{aligned}$ |  | F L L L H |
|  |  | $A$ $L$ $L$ $H$ $H$ | $\begin{aligned} & 8 \\ & \hline L \\ & H \\ & L \\ & H \end{aligned}$ | $1$ | F L H H H |
|  |  |  | $\begin{aligned} & B \\ & -L_{1} \\ & H \\ & L \\ & H \end{aligned}$ |  | F H H H L |
|  |  | A <br> $L$ <br> $L$ <br> $H$ <br> $H$ | B <br> L <br> H <br> L <br> H |  | F H L L L |

Table 1 Conversion table

| Positive logic input | Negatuve logic input | Function table |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\square$ |
|  |  |  |  |  |
|  |  | A L L H H | B L H L H | $\begin{aligned} & \mathrm{F} \\ & \mathrm{~L} \\ & \mathrm{~L} \\ & \mathrm{~L} \\ & \mathrm{H} \end{aligned}$ |
|  |  | A L L H H | B L $H$ L H | F L $H$ $H$ $H$ |
|  |  | A L L H H | B L $H$ L H | F H $H$ $H$ |
|  |  | A L L H H | B L H L H | F H L L L |
|  |  | A | B L H L H | F L $H$ $H$ L |
|  |  | A | B | F H L L H |

Table 2 Gate variations

## 3. Digital IC's

## 3-1. Types of digitallC's

Digital IC's can be classified by structure as follows: bipolar type using transistors and unipolar type using MOS FET's.
These two types can be further broken down into:
(a) Bipolar type
*RTL (Resistor-Transistor Logic)
Old type not in use now.
*DTL (Diode-Transistor Logic)
Scarcely used now.
*TTL (Transistor-Transistor Logic)
The current mainstay type.
*ECL (Emitter-Coupled Logic) or CML (Current Mode Logic) an expensive, high-speed type.
*I ${ }^{2}$ L (Integrated-Injection Logic) or MTL
(Merged-Transistor Logic)
A super-high-speed, high-density type.
Expected to be the future mainstream type.
(b) Unipolar type
*PMOS (P-channel MOS FET)
This was used in early-type LSI (large scale integration). It is still used in custom-made LSI's.
*NMOS (N-channel MOS FET)
Widely used in present-day LSI.

* CMOS (Complementary MOS FET)

Most widely used at present in various components from ordinary gates to custommade LSI.

The bipolar type generally responds quickly, though it consumes a considerable amount of power, while the unipolar type has a relatively slower response time and consumes less power. Since audio equipment does not require high speed, the less power consuming unipolar type is widely used.
As bipolar IC's are mostly TTL type and unipolar mostly CMOS type, these two will be explained in detail here; the others we will leave for another occasion.

## 3-2. Density of integration and packages

As the number of elements (the number of gates) contained in a single package differs widely, IC's are classified by the density of integration of their elements. However, this classification is not rigid, differing from maker to maker.
a) SSI (Small Scale Integration)

Number of elements: Less than 100
Number of gates: Less than 12
b) MSI (Medium Scale Integration)

Number of elements: 100 or more and less than 1,000
Number of gates: 12 or more and less than 100
c) LSi (Large Scale Integration) Number of elements: 1,000 or more Number of gates: 100 or more

As for the package, digital IC's used in audio products are mostly plasticmolded DIP (dual-inline package) type. The photo (a) shows a NAND gate TTL IC with 14 terminals (14P), while (b) illustrates a 28 P custom-made CMOS IC.


There is also a flat type, which is widely used in watches and clocks, as well as for industrial and military applications.
A gate IC contains several gates within a single package.


Fig. 11 SN7400N pin assignment (top view)

## TTL IC Primary Course - Threshold level

A circuit with two diodes and a resistor has logic functions. The circuit depicted in Fig. A (a), which is similar to that in Fig. 7 (a), functions as an OR gate by positive logic and as an INVERT NAND gate by negative logic. Threshold voltage level for shifting from 1 to 0 or 0 to 1 is determined by the forward rising voltage characteristics of a diode. But, actually, the level varies gradually [Fig. B] and no threshold can be found even if the input impedance is 0 and output load impedance is infinite. There would be no problem if a discrete level of OV or VCC were applied to the input. But, when gates are connected in series [Fig. C], the combined circuit does not function.
Even when the input of the gate 1 is 0 V , the output of Gate 3 becomes $2.1 \mathrm{~V}(0.7 \mathrm{~V}+0.7 \mathrm{~V}+0.7 \mathrm{~V})$. The minimum voltage required to make a current run through a diode is about 0.7 V . The more stages, the harder it is to function as shown in Fig. C. With the circuit of Fig. D (a), a high input level of 5 V decreases down to 2.9 V at output. When threshold level is not discrete, logical judgement of 1 or 0 becomes difficult if the number of stages increases. The ideal input-output characteristics of an AND or OR gate are shown in Fig. E. The output voltage should change when the input becomes Vcc/2 and the difference between high and low levels should be large at input.
(a) Circuit

(b) Symbol

Positive logic


Negative logic


Fig. A Logic circuit with diodes and a resistor


Fig. 8 input-output characteristics of a gate made of a diode and a resistor
(a) Circuit

(b) Symbol


Fig. C Gate connection in series
(a) Circuit

(b) Symbol


Fig. D Gate connection in parallel


Fig. E Outputinput charanteristics

As you see, there are problems with gates which are made of diodes and resistors. To overcome the ambiguous threshold and outputlevel differences between H and L, RTL, DTL, TTL, etc. have been developed utilizing transistors for switching functions. However, a gate has other characteristics such as delay time or response time and FAN OUT or the number of gates which can be connected to a single output. Today, TTL's are more popular for these applications. Fig. $F$ is the circuit of a TTL NAND gate. In the figure you see an unfamiliar transistor $Q_{1}$. This is called a "multiemitter transistor"; one of the multitransistors shown in Fig. $G$, it is offen used in digital and analog IC's. Its equivalent circuit is shown in Fig. H.
Input/output voltages of TTL IC's should be remembered when checking circuits which employ TTL IC's, or checking IC circuits will be impossible. Refer to Fig. 15.


Fig. F Basic circuit of TTL NAND gate
(a)


Multicollector transistor
(b)

(c)


Fig. © Multi-transistor


Fig. H Equivalent circuit al multiemitter transistor

## 3-3. TTL IC

The original source of a TTL IC is the SN74 series circuit of Texas Instruments (TI). Currently, semiconductor makers are producing IC's with similar standards as second sources.
This chapter will deal with the standard type. For your reference, the following table shows their power consumption per gate and propagation delay time.

| Type | Power <br> consumption | Propagation <br> delay time |
| :--- | :---: | :---: |
| 74 (Standard) | 10 mW | $10 n \mathrm{~S}$ |
| 74 L (Low power) | 1 mW | $40 n \mathrm{~s}$ |
| $74 H$ (High speed) | 22 mW | 6.5 ns |
| $74 S$ (Schottky) | 19 mW | 3 ns |
| 74 LS (Low power <br> Schotky) | 2 mW | 10 nS |

Table 3 Power consumption per gate/propayation delay tima

Now let's go into the electric characteristics of TTL IC's.

## a) Absolute maximum ratings

These are the maximum values permissible. Any change in condition which increases the stipulated value, even if it is instantaneous, will cause breakdown or deterioration of the TTL IC.

| Supply voltage: | 7 V |
| :--- | :--- |
| Input voltage: | $-0.5 \sim+5.5 \mathrm{~V}$ |
| Storage temperature range: | $-55 \sim+150^{\circ} \mathrm{C}$ |

b) Recommended operating condition

This is the necessary condition for obtaining the following performance.

|  | Min. | NOR | Max. |
| :--- | :---: | :---: | :---: |
| Operating supply | 4.75 | 5 | 5.25 |
| voltage (V): |  |  | 10 |
| Fan-out*: |  |  |  |
| Operating <br> temperature $\left({ }^{\circ} \mathrm{C}\right):$ | 0 | 25 | 70 |

*Fan-out: The number of parallel-connected gates that can be driven by a single gate.
c) Electrical characteristics
(1) Input voltages

This is the voltage limit which can maintain output logical states ( H or L ).

H level input voltage Vnh: 2 V (min.). This is the minimum input voltage level which can maintain positive logic output of $L$.
L level imput voltage Vix: 0.8 V (max.). Maximum input level which can maintain positive logic output of H .
(2) Input current

This is the input current at the time Vcc max. is applied to the input.
The current varies in proportion to that of the supply voltage.
H level input current Im: $40 \mu \mathrm{~A}$ (max.)
Condition: $V c c=($ max. $) V_{I N}=2.4 \mathrm{~V}$
L level input current ILL: -1.6 mA (max.)
This ( - ) symbol means that the current is flowing out.
Condition: $\mathrm{Vcc}_{\mathrm{cc}}=(\max ),. \mathrm{V}_{\mathrm{IN}}=0.4 \mathrm{~V}$
Fig. 12 shows the input current measuring conditions. Under these conditions, the input current is at its max.

(a) IIIH (H level input current)


Fig. 12 Measuring condition of inpuê current

## (3) Output voltages

These also vary according to the power supply voitage ( $4.75 \sim 5.25 \mathrm{~V}$ ). It is the value of the time when the minimum operatable supply voltage is applied, because when the supply voltage decreases, the transistor base current decreases and this occurs even when the output is $L$, making it difficult to keep the state of the transistor saturated.

H level output voltage $\mathrm{VOH}: 2.4 \mathrm{~V}$ (min.), 3.3 V (TYP)*
Condition: $\mathrm{Vcc}=(\mathrm{min}) ; \mathrm{VIN}^{2}=0.8 \mathrm{~V}$, $\mathrm{IoH}=$

$$
-400 \mu \mathrm{~A}
$$

L level output voltage Vol: 0.4 V (max.), 0.22 V
(TYP)
Condition: $\mathrm{VCC}=(\mathrm{min}.) ; \mathrm{V}_{\mathrm{IN}}=2.4 \mathrm{~V}, \mathrm{IOL}=$ 16 mA
Fig. 13 shows the measuring condition which makes the output voltage worst, or minimum, and indicates the direction of the output current.



Fig. 13 Measuring condition of output voltage
(4) Propagation delay time

The propagation delay time of a TTL IC is determined by the inner circuit being free from extemal interference. That of a NAND gate SN7400 is 10 ns . The most influential load capacitance to produce a time delay of $6 \mathrm{~ns} / 100 \mathrm{PF}$ is determined by the following formula.
Propagation delay time: $\mathrm{t}_{\mathrm{pd}}=(10+0.06 \mathrm{CL}) \mathrm{ns}$ Cl : load capacitance ( pF )

## (5) Power consumption

The power consumption of a gate is 5 mW when the output level is H , and 15 mW when it is L . This makes the average 10 mW .
(6) Input/output characteristic

The input/output voltage characteristic of a TTL IC is shown in Fig. 14. The threshold voltage at a normal temperature TA of $25^{\circ} \mathrm{C}$ will be around 1.3 V .

* TYP stands for typical value.


Fig. 14 Characteristic of input voltage vs. output voltage

Fig. 15 shows the input/output voltage range of a
TTLIC.


Fig. 15 Voltage range of imput and output of TTL IC

## 3-4. CMOS IC (Complementary Metal Oxide Semiconductor 1 Cl

a) MOSFET

Transistors currently being used are bipolar and FET type. The former is simply called "transistor," being used in popular amplifiers or TTL IC's. The latter can be subdivided into JFET (junction type, popularly employed in low-noise amplifiers) and MOS type. The MOS type consists of aluminum, $\mathrm{SiO}_{2}$ and a semiconductor as shown in Fig. 16. Resistance between drain and source can be controlled in the range between $10^{2} \Omega(\mathrm{ON})$ and $10^{10} \Omega(\mathrm{OFF})$ by varying the voltage between the gate and source and by varying the current channel width.
The differences between the bipolar type transistor and MOS FET's are:

Bipolar transistor
(1) Base current flows.
(2) Saturation voltage remains.

MOS FET
Base current is very small because of insulated gate. Voltage-controlled type.
When ON, drain and source are in ohmic contact.
No saturation voltage remains.

(a) Type structure \& bias method (P channel)

(b) Circuit symbols

Fig. 16 Structure of MOS FET

## b) CMOS logic circuit

In MOS FET's, there are P-channel and N-chamel complementary types just hke bipolar transistors. An IC which has both Pechannel and N-chame ${ }^{i}$ MOS FET's on one substrate is called a CMOS IC. How. then, can we combine CMOS RET's in composing a logic chrcuit?
Fig. 17 shows an inverter which is a fundamental CMOS logic circuit.
Fig. 18 shows its input/output and power supply current characteristics.
Note that the threshold is about $1 / 2 \mathrm{VDD}$, " L " and "H" levels are OV and VDD respectively and I flows only when the input voltage is around the threshold voltage. You will find that the characteristics of a CMOS inverter differ a little from those of a TTLIC.




Fig. 18 CMOS inverter characteristics

Fig. 19 shows the input-output characteristics of CMOS inverter under various supply voltages. The threshold is alvays about $1 / 2 \mathrm{Vme}$.
Then how can we maxe NOR and NAND gates?


Fpig. 19 hnumfoutrut charawensica of chos muttay onnder vanous woldage sumpied
 NAND gates. FET's whth the sane polarity can be phed ky whthout resistors because MaS EET leaves no saturation voltage wite it is ON. The inputs car be incregsed yy piung the FET's up. Taoke shows the function or the NOR gate of Fig. 20 (a). $Q_{1}, Q_{2}$, Qs and Qa each works as a switch.


Fig. 20 Fundamental circuit of CMOS gate

Table Action of 2 -input NOR gate " $L$ " = OV $\quad$ " $H$ " $=+10 \mathrm{~V}$

| Input 1 | Input 2 | $Q_{1}$ | $O_{2}$ | $a_{3}$ | $Q_{4}$ | OUtput |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L$ | $L$ | ON | ON | OFF | OFF | $H$ |
| $L$ | $H$ | ON | OFF | OFF | ON | $L$ |
| $H$ | $L$ | OFF | ON | ON | OFF | $L$ |
| $H$ | $H$ | OFF | OFF | ON | ON | $L$ |

c) CMOS and TTL

CMOS and TTL are the same from the viewpoint of their logic circuits, but differ in the following points. Fig 21 shows that the power consumption of CMOS gate is yery low (about 1/100 that of a TTL gate) at low frequency. Its ID is about $10^{-9} \mathrm{~A}$ when its output remains unchanged. The power increases in proportion to frequency because the crossing frequency of fluctuating voltage through the threshold
in a certain period of time increases. Power consumption is important for battery-operated systems. By minimizing heat generation, the integration of largescale circuits and further increasing of reiability are possible. CMOS gates can be operated in the wide power supply range of $3 \sim 18 \mathrm{~V}$, while TTL gates function only within the range of $5 \mathrm{~V} \pm 0.25 \mathrm{~V}$.


Fig. 21 Power consumption or CMOS gate

CMOS gates have a large noise margin because their threshold is always about $1 / 2$ of the power supply voltage and their logic levels are almost the same as the power supply voltage or the ground level. The noise margin of a CMOS gate is about $45 \%$ of the power supply voltage while that of a TTL gate is about 1 V . CMOS gates have more than 50 terminals for Fanouts because input current is negligible, while TTL gates of the same family have about 10 . However, the number of Fan-outs that can be provided is limited due to wave deformation.
CMOS IC's usually don't employ resistors because transistors can be substituted and are easily integrated into IC's. One slight disadvantage of CMOS gates is their slow response time. The propagation delay time of the MC 14001 B is $100 \mathrm{nS}(\mathrm{VDD}=5 \mathrm{~V}$ ) while that of the Texas Instrument's TTL SN7400 is 10 nS . So, CMOS gates are operated with a comparatively low clock frequency of about 100 kHz .

d) CMOS switch

A MOS-FET is ideal except for the fact that this has a relatively low maximum input voltage. Fig. 23 shows a bi-directional CMOS switch. When H level voltage is fed to Vc, the contact between IN and OUT becomes ON, having a resistance of about $10^{2} \Omega$ in both directions. When Vc is at L level, it becomes OFF permitting some current leakage. With this switch, many circuits can be simplified.
(a) Equivalent circuit

(b) Circuit symbol


Fig. 23 CMOS switch

## e) Cautions in CMOS IC use

The CMOS IC is electrostatically weak. When it was introduced into the market, it was easily damaged by even rubbing if with a piece of cloth or by operating a piezoelectric cisarethe lighter nearby. Because its gate is electronically isolated, being insulated by a thin 1,000A fori, a leaking AC line voltage generated by a soldering iron may destroy the 1 C . For protection, the IC should be kept on a piece of conductive sponge or wapped properly in a piece of aluminum foil.
These conditions apply to NMOS and PMOS IC's. Special care should be taken when handling LSI's, as these are expensive components.

## 4. Gate combinathons

## 4-1. Advantages of invert-gate circuits

There are many IC's such as NAND and NOR which use inverted logic. Such invert gates are useful when combined with other gates, although they are a little difficult to understand. The main advantage of invert gates is their simplicity. Fig. 24 shows NAND and AND gate circuits. You will see how few elements a NAND gate requires, how little power it consumes and how short its propagation delay time is.


Fig. 24 Circuit of NAND and AND gates

## 42. Muhtistage gate connections

When gates are to be connected with many steps, it is better to connect them so that power consumption at each step is as low as possible and the total power consumption is kept to a minimum. In addition, from the standpoint of propagation delay, it is better to compose a circuit with invert gates.
(a)

(b)

11

(c)

11


Fig. 25 NAND gate comionations
It is easier to understand the logic structure of a circuit if the NAND gates at the output are expressed as Invert OR so that the logic between the steps are made consistent with negative logic.
If the logic throughout a circuit is consistent, whether it is positive or negative, the results will be the same. However, it is also possible for a circuit to use combined logic as in an AND and OR circuit.
(a)

(b)

(c)

(a)

(b)

(c)



Fig. 27 NAND-NOR connections
(a)

(b)

(c)



Fig. 28 NOR-NAND connections

Fig. 26 NOR gate combinations

## 4-3. Circuit employing gates

a) NAND and NOR gates as inverters

Fig. 29 shows one method for making an inverter using NAND and NOR gates. The NAND and NOR thth tables on page 3 explain why they can become an inverter.
This method makes full use of an IC. If a circuit requires three NAND gates and one inverter, it can be made with a NAND IC, which usually consists of four NAND gates, by making a NAND gate into an inverter.

b) Delay circuit

This circuit uses the charging and discharging time of capacitors for delaying output-signal-to-inputsignal response. The delay time is determined by the time constant of $C$ (capacitor) and $R$ (resistor).
In Fig. 30 (a), the time from $H$ to $L$ and from $L$ to H will be delayed in both cases. In (b), the time from $H$ to $L$ will be delayed, however, there will be no time delay from L to H since C is discharging through a diode and not $R$.
(a)

(b)


Fig. 30 Delay circuit
c) Trigger pulse generator

In Fig. 31, the inputs of the NAND gate do not coincide. However, this circuit outputs a negative trigger pulse for a shor time while the NAND's inputs coincide with the help of the discharging current of $C$ of the delay circuit.
(a)

(b)


The circuir in Fig, 32 generates a positive pulse at the rising point of the square wave with two invert-
ers.


Fig. 32 Trigger pulse generator circuit

d) One-shot (monostable) multivibrator

A monostable multivibrator can be made using two NAND gates or two NOR gates along with capacitors and resistors. This circuit can be easily understood by expressing the first stage gate in OR logic. When the first stage is an Invert OR (NAND) gate, a negative output pulse can be obtained, and when it is a NOR gate, the output pulse is positive. The width of the output pulses will be determined by the time constant of C and R .
See Fig. 33.


Fig. 33 Monostable multivibrator

## e) Schmitt trigger circuit

The Schmitt trigger has a hysteresis input-output characteristic and is used for reshaping the input waveform into a square wave for use in the digital circuit. Hysteresis voltage width can be varied by adjusting Rs and Rf.


UTP: Upper Trip Point LTP: Lower Trip Point


Fig. 34 Schmitt trigger circuit

## f) Linear circuit

The imput-output characteristic of an invert gate is nonlinear as shown in Fig. 35 (a). But, by adding a negative feedback resistor as in Fig. 35 (b), more linear characteristics can be achieved. In this way, it can be used as an analog amplifier circuit as well. The gain is expressed:

$$
\frac{\mathbb{R}_{2}}{\mathbf{R}_{1}}
$$

This circuit is used in an oscillator circuit which will be explained later.


Fig. 35 Linear circuit
g) Astable multivibrator (Blocking oscillator)

Fig. 36 (a) shows a basic astable multivibrator circuit. A circuit which consists of two stages of linear circuits connected in series as illustrated in Fig. 36 (b). Since a capacitor appears in the feedback loop, the output frequency will be determined by the capacitance. This circuit is widely used in the design of a basic oscillator. Since the signal level exceeds the saturation point, rectangular waves appear at the output.
(a)

(A)

(B)


(b)

(c) Calculating table


Fig. 36 Astable multivibrator

## h) Quartz oscillator

The capacitor in the feedback stage of the astable multivibrator circuit in Fig. 36 (b) is replaced by a quartz oscillator. The wave form appearing at the output is close to a sine wave, as the oscillating level of the quartz is low-output does not reach saturation level. If a rectangular wave is required, connect a Schmitt trigger circuit shown in Fig. 34 to the output.


Fig. 37 Quartz Oscillator

## i) Exclusive OR circuit

In this circuit, $H$ (1) will appear at the output only when disagreeing signals are fed to the input terminals ( A and B ). This circuit can be made with invert gates. Fig. 38 (a) shows a circuit employing five NOR gates, while (b) illustrates a four NAND gate circuit (refer to Table 2). The symbol is shown in Fig. 38 (d).
$F=A \oplus B$ stands for $A \bar{B}+\bar{A} B$. Therefore, $A \oplus B=$ $\bar{A} \bar{B}+\bar{A} B$.
(a)

(b)

(c) Truth table

| $A$ | $B$ | $F=A \oplus B$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

(d) Symbol


Fig. 38 Exclusive OR circuit

## 5. Fip-flop

## 5-1. Sequential logic circuit

For the digital logic circuits and circuit combinations explained thus far, the only factor which influences signal transmission time is propagation time delay, the same as in the case of analog circuits, otherwise, whenever input is applied, output is obtained at once. However, this is not true with sequential logic circuits where output will not appear unless certain conditions are satisfied. Since the transmission takes time, the output is affected by signal sequence. Flip-flop circuits are typical of this type of logic circuit.
Time sharing is used for transmitting much information on a single channel as digital circuits have limited processing ability in a given time and have to operate signals in order. Their operation also necessitates external circuits. Sequential logic circuits answer such requirements. There are two types of sequential circuits: synchronous and asynchronous. Actually, combination and sequential circuits are used together, rather than separately.

| Tense | Past | Present | Future |
| :---: | :---: | :---: | :---: |
| Digital Term | $\mathrm{Tn}-1$ | Tn | $\mathrm{Tn}+1$ |

Table 5 Tense vs. digital term
This is very convenient in expressing circuit functions sequentially controlled by input signals.

## 5-2. Fundamental principle of thip-flop circuit

A flip-flop circuit is also called a "bistable multivibrator," The output of a combined circuit varies ( $\mathrm{L}-\mathrm{H}-\mathrm{L}$ or $\mathrm{H}-\mathrm{L}-\mathrm{H}$ ) in accordance with the variation of its input ( $L-H-L$ ). By the same input variation, the output of a flip-flop sequential circuit may be shifted from $L$ to $H$ during the time from Tn-1 to Tn. But the H level may be kept unchanged during the time from $\operatorname{Tn}$ to $\mathrm{Tn}+1$. This means that the circuit has a memory function for holding the output level from Tn to Tn+1. The output variation of a sequential circuit depends on its composition and the time factor as there are various kinds in the circuits available.


Fig. 39 Combination and sequential circuit output variations based on imput

Flip-flop circuits are classified into four types by function:

One-bit memory circuit
One-clock pulse delay circuit
Binary counter circuit
1/2 frequency divider

## 5-3. Flip-flops classified by logical function

a) R-S latch

The fundamental sequential logic circuit has two invert gates which are crosscoupled as shown in Fig. 40. A latch is a feedback loop used in a symmetrical digital circuit (such as a flip-flop circuit) to retain a state. It has two input terminals of SET and RESET and has two complementary outputs of Q and $\bar{Q}$. The function table for a NOR gate R-S latch is shown in Fig. 40 (c). It is important not to make both the $R$ and $S$ input levels High (1) and then Low ( 0 ) simultaneously. As shown in Fig. 40 (c), the outputs do not complement each other when both R-S inputs are $H$ (1). When both $R$ and $S$ inputs shift to $L(0)$, the output levels become indeterminate, although Q and $\overline{\mathrm{Q}}$ are complementary.
(a) Logic circuit

(b) Symbol

(c) Function table

| Input |  | Output |  |  |
| :---: | :---: | :---: | :---: | :---: |
| S | $R$ | Q |  |  |
| $\mathbf{Q}$ |  |  |  |  |
| $L$ | $L$ | Unchanged |  |  |
| $L$ | $H$ | $L$ | $H$ |  |
| $H$ | $L$ | $H$ | $L$ |  |
| $H$ | $H$ | $*$ | $*$ |  |

*: $\mathrm{Q}=\overline{\mathrm{Q}}=\mathrm{L}:$ Inhibition

Fig. 40 NOR gate R-S latch

Although Fig. 40 consists of NOR gates, an R-S latch can be made of NAND gates, and expressed by Invert OR circuit as shown in Fig. 41. The R-S latch itself is used as a temporary memory circuit. This is widely applied to complicated flip-flop circuits in combination with control gates and other latches.
(a) Logic circuit

(b) Symbol

(c) Function table

| Input |  | Output |  |
| :---: | :---: | :---: | :---: |
| $\bar{S}$ | $\bar{A}$ | Q | $\bar{Q}$ |
| $H$ | $H$ | Unchanged |  |
| $H$ | L | L | H |
| L | $H$ | $H$ | L |
| L | L | $*$ | $*$ |
| $\bar{Q}=H:$ Inhibition |  |  |  |

(d) Timing chart


Fig. 41 NAND gate R-S latch
b) R-S-T flip-flop (FF)

The Q and Q outputs of an R-S latch vary quickly in accordance with the variation of R-S inputs. When synchronous variation is required to clock signals, a synchronous FF like that shown in Fig. 42 (a), simple R-S-T FF, is employed. This is a doublephase circuit consisting of four NAND gates. Two gates compose an R-S latch. Two other gates, $\mathrm{G}_{1}$ and $G_{2}$ are added to the circuit to synchronize $R$
and S inputs with T. Fig. 42 (c) and (d) show the R-S-T FF's function table and timing chart. When no clock signal is present at $T$, the outputs of $G_{1}$ and $G_{2}$ become $L$ and the $R-S$ latch retains its state. When a clock signal appears, R-S inputs are inverted by $G_{1}$ and $G_{2}$ and then fed to the R-S latch.
With the $\overline{F F}$ in Fig. $42, \mathrm{Q}$ and $\overline{\mathrm{Q}}$ vary many times with the quick variation of R-S inputs during the period when a clock signal is present.
The synchronous type only changes its output state once with each clock signal. To realize this, it is necessary to narrow down the width of the clock signal. This will be explained later.
(a) Logic circuit of 2-phase type R-S-T FF

(b) Symbol

(c) Function table

| Tn |  | $T \mathrm{n}+1$ |  | Tn: Bit time before clocked $\mathrm{Tn}+1$ : Bit time after clocked |
| :---: | :---: | :---: | :---: | :---: |
| S | R | $0 \mathrm{n}+1$ | On+1 |  |
| L | L | On | $\overline{\text { on }}$ |  |
| L | H | $L$ | H | On: Retains the state before |
| H | L | H | $L$ | clock inputs |
| H | H | * | * |  |

(d) Timing chart


Fig. 42 R-S.T flip-flop
c) $J K$ flip-fiop

As shown in Fig. 43, a JK FF is also synchronous and has JK inputs instead of $\mathbb{R}-S$ inputs like the R.S-T PF. As shown in Fig. 43 (c), the JK flip-flop accepts any imput combination. Feeding $H$ to both inputs of an R-S-T FP simuttaneously is inhibited, but it is all right with a JK FF because it only inverts the output state of the time before the clock signal is applied.
As shown in Fig. 44, JK FF is basically an R.STT FF which has been made stable and changes its output state only once with each clock signal. In the JK FF, $J$ input and $\bar{Q}$ output are fed to SET input, and $K$ input and $Q$ output to RESET input. Thus there is no $\mathbb{R}: S=H: H$ imput combination for an $R-S-T ~ F F$. It should be noted that the circuit may oscillate if the clock signal pulse width is wide.
(a) Logic circuit

(b) Symbol

(c) Function table

| $T n$ |  | $T_{n+1}$ |
| :---: | :---: | :---: |
| $J$ | $K$ | $Q_{n+1}$ |
| $L$ | $L$ | $Q_{n}$ |
| $L$ | $H$ | $L$ |
| $H$ | $L$ | $H$ |
| $H$ | $H$ | $\bar{O} n$ |

On: Retains the state before clock inputs On: Inverts the state before clock inputs
(d) Timing chart


Fig. 43 UK Hip-flop


Fig. 44 SK FF consisting of R-S.T FF
d) Tflip-flop

With a $T \mathrm{FF}$, the Q and $\bar{Q}$ outputs change while a clock pulse is present. Therefore, clock pulse width should be narrow as wide pulses cause chattering or frequent switching. The reason and method will be explaned in 54 .
(a) Loge crrcuit

(b) Symbol

(c) Timing chart


Fig. 45 T flip-fiop
e) D (Delay) flip-flop

As shown in Fig. 46, a D FP has a data input, a clock input and $Q$ and $\bar{Q}$ outputs. When both $D$ and T are $H, Q$ becomes $H$ and $\bar{Q}$ becomes $L$, and when $D$ is $L$ and $T$ is $H, Q$ becomes $L$ and $\bar{Q}$ becomes $H$. Thus, signals applied to D appear at the output every time a clock signal is applied.
(a) Logic circuit

(b) Symbol

(c) Function table

| $T n$ | $T n+1$ |
| :---: | :---: |
| $D$ | $Q_{n+1}$ |
| $L$ | $L$ |
| $H$ | $H$ |

(d) Timing chart


Fig. 46 f flip-flop

## 54. FP's classified by trigger system

As mentioned before, the outputs of a T FF change their state many times during the presence of a clock signal, thus T FF's are liable to oscillate.

## a) Edge trigger system

To overcome the oscillation problem, the edge-trigger-very narrow width pulse-system has been developed. This system narrows the clock pulsewidth, reads the input and kills the clock signal immediately after the outputs are changed. In narrowing the clock pulse-width, picking out clock-pulse edges using the gate's propagation delay time is popular, although a different method is used with $C R$ differential circuits.



Pulse width depends on Gd's delay time.

Fig. 47 Edge detection circuit

Gates corresponding to the Gd of Fig. 47 are G1 and G2. The circuit shown in Fig. 48 changes its outputs at the falling, or negative, edge of clock pulses.
Fig. 48 shows an R-S-T FF employing the edgetrigger system.
(a) Logic circuit

(b) Timing chart


Fig. 48 Edge-trigger R-ST FF
b) Master-slave system

The master-siave system prevents misoperation by varying outputs when the clock signal disappears, while the edge-trigger system prevents frequent outout variation by narrowing pulse signal width. This system has two sets of R-S-T FF's which ate a master FF and slave FF as shown in Fig. 49. An inverted clock sugnal is fed to the second FF. When the clock signal is $L, L$ is applied to the input of $G 1$ and $G 2$, and $q$ and $\bar{q}$ remain unchanged. At this time, an inverted clock signal H is fed to G3 and G4. The states of q and $\overline{\mathrm{q}}$ are then fed into the slave
(a) Logic circuit


FF whose signais appear at Q and $\overline{\mathrm{Q}}$. When the clock signal becomes $H$, the master $F F$ reads the states of $S$ and $R$, and outputs $q$ and $\bar{q}$. However, $Q$ and $\bar{Q}$ remain unchanged because G 3 and G 4 close.
When the clock signal changes to $L$ again, the slave FF reads the states of $q$ and $\bar{q}$ and outputs signals at Q and $\overline{\mathrm{Q}}$. This means that the outputs vary when the clock signal falls from $H$ to L. Most of the FF IC's on the market are either master-slave or edge-trigger type. The clock input of each can be classified into two types as shown in Table 6.


Fig. 49 Master-slave cype R.S.T FF

| Type <br> Master-siave <br> system |  | Pogic symbol <br> Positive going <br> trigger | Position of clock <br> mput where <br> output shifts | Function of the FF |
| :--- | :--- | :--- | :--- | :--- | :--- |

Table 6 Trigger systems

## 6. Bhary system

## 6-1. Decimal and binary

To transmit and process data digitally, is is necessary to change it into a form that can be processed by electronic circuits as shown in Fig. 50.


Fig. 50
The most appropriate way of handling a large amount of infomation or data is numerically. Of course, a fixed coding system is required to change one form into another. If we iry to introduce decimalization as used in everyday life, we have to divide the limited voltage range into small parts as shown in Fig. 51. This requires ten transfer lines.


Pig. 51

Such voltage range division decicases error allow ance, and it is not wise to increase the number of transfer lines. A decimal number with the smallest digit called LSD (Least Significant Digit) and the largest, MSD (Most Significant Digit) is weighted by $10,100,1,028$ and so on.
On the other hand, as digits 0 and 1 are used to express any number in the binary system, a cary is made with every odd number. Unlike the everyday decimal system, numbers are expressed in bits (binary digit). As shown in Fig. 53, each of the four bits has a weighting of $2^{\circ}, 2^{1}, 2^{2}$ and $2^{3}$, in, that order from the smallest bit.


Fig. 52 Weighting of deamai numbers


Fig. 53 Weighting of every bit in the binary system

Table 7 shows the binary equivalents of decimal numbers. Such equivalents are easily obtained when the digits are small, but difficult when they are big. It is useful, therefore, to remember the conversion system for big-digit numbers.

| Decima | Binary |
| :---: | :---: |
| 0 | 0 |
| 1 | 1 |
| 2 | 10 |
| 3 | 11 |
| 4 | 100 |
| 5 | 101 |
| 6 | 110 |
| 7 | 111 |
| 8 | 1000 |
| 9 | 1001 |
| 10 | 1010 |
| 11 | 1011 |
| 12 | 1100 |
| 13 | 1101 |
| 14 | 1110 |
| 16 | 1111 |
| 6 | 1 |
| 6 | 6 |
|  | 0 |

Table 7 Binary equivalents of desimal numbers
62. Decimalbinary and binary/decimal conversion To convert a decimal number to a binary number, the former should be divided by two to the nearest whole digit, as shown in Fig. 54. When the number is divisble, write 0 ; when it is indivisible and 1 is left, place 1 to the right of the quotient. Then divide the quotient by wo again and record a new quotient and residual, until the quotient becomes 0 . The residuals obtained represent the binary equivalent of the original decimal number. The first residual ( 0 is also a residual) is the LSB and the last is the MSB.


Fig. 54 Decimalbinary conversion

As every binary number is weighted as shown in Fig. 53 , it can be converted into a decimal number by multiplying each bit's weighting by its value. This is shown in Fig. 55.
$1100010(2)$
$=1 \times 2^{6}+1 \times 2^{5}+0 \times 2^{4}+0 \times 2^{3}+0 \times 2^{2}+1 \times 2^{1}+0 \times 2^{0}$
$=98_{10}$
Fig. 55 Sinary/decimal convarsion

When there are many figures, this method may prove troublesome. In such a case, convert by calculating in groups of four figures each. It is easy to obtain equivalents of four-bit binary numbers as shown in Fig. 56.


Fig. 56 Binary/decimal conversion

Divide weighting into two stages to obtain four-bit numbers and then convert them into decimal numbers. In the example shown in Fig. 56 , multiplying the top four bits by a weighting of $2^{8}$, and the middle four bits by a weighting of $2^{4}$ produces the decimal equivalent.

## 6-3. Binary caded decimal (BCD)

$B C D$ is a code system frequently used for the binary expression of decimal numbers by 1 and 0 . Under the system, numbers from 0 to 9 are expressed in four-bit binary numbers as shown in Table 8 (same as ordinary binary equivalents of decimal numbers), and every decimal number is expressed by a four-bit binary number. Binary four-bit numbers can actually represent up to 15 of the decimal system, but combinations for 10 to 15 are not used under the BCD coding system.

| Decimal | BCD |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | 421 |  |
| 0 |  |  | 000 |  |
| 1 |  |  | 001 |  |
| 2 |  |  | 010 |  |
| 3 |  | 0 | 011 |  |
| 4 |  |  | 100 |  |
| 5 |  |  | 101 |  |
| \% |  |  | 110 |  |
| 7 |  |  | 111 |  |
| 8 |  |  | 000 |  |
| 9 |  |  | 001 |  |
| - |  |  | 010 |  |
| - |  |  | 011 |  |
| - |  | 1 | 100 | Not used under |
| - |  |  | 101 | the BCD system |
| - |  |  | 110 |  |
| - |  |  | 111 |  |

Table 8 Decimall number/BCD coda

Every bit of a fourbit binary number representing a decimal number has a weighting of $8,4,2$ and 1 just like a binary code. In this context, the BCD code system is sometimes called the 8421 code system. Now let's see how the decimal number 392 is expressed in BCD code. The appropriate code can be obtained by writing four-bit binary numbers for each 3, 9 and 2 as shown in Fig. 57 (a). The entire code will thus have 12 bits. For comparison, Fig. 57 (b) shows the conventional binary representation of 392. The binary code, having only nine bits, is quite different from the BCD code.

## a) BCD code


(BCD)
b) Conventional binary code


Fig. 57 Difference between BCD and conventional binary codes

This may give you the impression that the conventional binary code is better and simpler, having less bits. But the reverse is the case. In expressing large decimal numbers by innary codes, the number of bits will increase endiessiy, making it very difficult to design a circuit. Although the number of bits for the entire BCD code will also increase, since each decimal digit can be expressed in four bits, a $B C D$ code can be obtained as bit-parallel serial data by using only 10 switches, four transmission lines and several gates, as shown in Fig. 58.


Fig. 58 Decimal-gCD encoder (bit-parallel serial datal

In electric typewriters and electronic calculators, BCD code conversion and operation is carried out by pressing a key switch. An increasing number of measuring instruments, including frequency counters and wow/flutter meters, now have BCD outputs for printers. Other binary coding systems include excess-three code and Gray code systems. However, since these are not generally used, we won't discuss them here.

## 7. Counter

7-1. Asynchronous binary counter
Most digital circuits except AND and OR gates are used as counters, and the asynchronous binary type is the simplest. IK FF or D FF can be wired as shown in Fig. 59 and used in the so-called toggle mode by inverting outputs when the clock pulse falls.
Let us look at. the relation between the input clock pulse ( CK ) and output ( Q ). If Q was " $O$ " originally, it inverts to " 1 "" when the first pulse falls, and to "O" when the second pulse falls. In the same way it repeats the inversion every time the CK falls. Fig. 59 shows a negative type edge-trigger flip-flop. The positive type works the same as the negative type except that $Q$ inverts when CK rises. These circuits work as $1 / 2$ frequency dividers. You will see in Fig. 60 that they also work as binary counters shifting their outputs to " 0 " whenever an even number pulse falls and to " 1 " whenever an odd number pulse falls.


Fig. 59 FF binary counter

What happens then when the circuits are connected in series as in Fig. 61? The whole circuit becomes a $1 / 8$ frequency divider. If outputs $Q_{0} \sim Q_{2}$ were 0 originally and were considered to be a three-figure binary number, then the whole circuit would become an octal counter. By connecting units of flip-flops in series, a $2^{\text {n }}$-radix (base) counter can be made.


Fig. 60 Timing chart of binary counter


Fig. 61 Asynchronous octal Up counter

## 7-2. Up/Down counter

The coded number of the Up counter in Table 9, taken from the $Q$ outputs, increases when clock pulses are fed into the counter (increment). The timing chart of each FF output is shown in Figs. 62 and 63. Conversly, the number of a Down counter taken from $\overline{\mathrm{Q}}$ decreases as pulses are fed (decrement). A Down counter is useful for making a circuit which shifts the function of a device when it has finished counting specified pulses. The octal Up counter in Fig. 62 can be modified to a Down counter by taking the output from $\overline{\mathrm{Q}}$ instead of Q in all cases.

Output of octal counter

| $T$ | $Q_{2}$ | $Q_{1}$ | $Q_{0}$ | decimal |
| :---: | :---: | :---: | :---: | :---: |
| $T_{0}$ | 0 | 0 | 0 | 0 |
| $T_{1}$ | 0 | 0 | 1 | 1 |
| $T_{2}$ | 0 | 1 | 0 | 2 |
| $T_{3}$ | 0 | 1 | 1 | 3 |
| $T_{4}$ | 1 | 0 | 0 | 4 |
| $T_{5}$ | 1 | 0 | 1 | 5 |
| $T_{6}$ | 1 | 1 | 0 | 6 |
| $T_{7}$ | 1 | 1 | 1 | 7 |
| $T_{8}$ | 0 | 0 | 0 | 0 |
| $T_{9}$ | 0 | 0 | 1 | 1 |
| 0 |  |  |  |  |
| 0 |  |  |  |  |
| 0 |  |  |  |  |

Table 9 Table of octal counter (T: number of pulses)


Fig. 62 Octal Up counter timing chart


Fig. 63 Octal Down counter timing chart

### 7.3. Noradix system

What about making decimal and duo-decimal counters? A simple method is to count up from 1 to 10, serse it, and then clear all nip-llops. Fig. 64 shows a decimal counter. The binary code expression of decimal 10 is " 1010 ". A fourinput NAND gate senses the number " 1010 " and cleas all flip" Mops. To make a Nradix counter, $N$ units of flupflops which satisfy the following fommla are required.

$$
2^{\mathrm{n}-1}<\mathrm{N} \leq 2^{\mathrm{n}}
$$



Fig. 64 Asynchronous decimal counter

Fig. 65 shows a TTL-MSI decimal counter. The circuit can use a manipulate method as a binaryquinary or a quinary-binary counter and has terminals for resetting to 0 or 9 .
When using this circuit as a binary-quinary counter, its output becomes $B C D$.


Fig. 65 MSI decimal counter SN7490

## 7-4. Synchronous counter

All the counters explained so far are asynchronous type (Ripple counter). Time lag between input and output signals are inherent to the flip-flop used. A TTL's time lag is $10-30 \mathrm{~ns}$. The more stages, the longer the delay becomes. This presents a problem when using the counter as a timing device and connecting more than two outputs except when


Fig. 66 Asynchronous counter propagation delay


Fig. 67 Timing chart of asynchronous counter
using it as a frequency divider. As shown in Fig. 67, even an octal counter gives undesirable output codes such as $011 \rightarrow 010 \rightarrow 000 \rightarrow 100$ during the time that CK is fed to the imput until the output stabilizes. The incorrect output causes the trigger circuits to malfunction. To prevent this, it is necessary to make the CK level of every flip-flop invert at the same time.
A synchronous counter solves the problem. These vary in composition. The principle, however, is the same as that of asynchronous counters. The output of the counter is inverted when the outputs of all preceding flip-flops are 1. Synchronous counters are more complicated than asynchronous ones. Fig. 68 shows a synchronous type octal counter. You will notice that all flip-flops are controlled by the same clock pulse synchronoulsy.


Fig. 68 Synchronous octal counter

## 75. MSI counter

Usually, separate flip-flops are not used for counters since MSI's (Middle Scale Integration) have become readily available. Figs. 69 and 70 show an MSI counter. This is a synchronous type and is capable of both count-up and count-down functions. This is a 4 -bit (a 4 flip-flop) counter and is capable of binary-hexadecimal counting by using asynchronous Clear (which makes all flip-flops " 0 ") and Load (which gives flip-flops original values) for carry, borrow and clear. Further, counting more than 16 is possible by connecting carry (borrow) to count up (count down). But, it should be noted that each MSI works asynchronously in this case.

## 7-6. Decoder circuit

The output codes of counters or signal lines are mostly binary or similar to binary. Decoding binary values is necessary as it is hard to read them. Decoder IC's are available, although you can design a


Fig. 69 MSI 4 bits counter SN74193
decoder by yourself by combining a number of gates. The indicator in Fig. 71 lights an LED which corresponds to the input code. The block diagram of an SN7445 is shown in Fig. 72, while its function table appears in Table 10.


Fig. 70 Timing chart of \$N74193


Fig. 71 BCD-decimal decoder and LED indicator

| NO. | Input |  |  |  | Output |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | D | C | B | A | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 0 | 1 | $L$ | $L$ | 1 | $L$ | $L$ | H | H | H | H | H | H | H | H |
| 7 | 1 | 1 | L | H | H | $L$ | H | H | H | H | H | H | H | H |
| 2 | $L$ | $L$ | H | L | H | H | 1 | H | H | H | H | H | H | H |
| 3 | $L$ | $L$ | H | H | H | H | H | 1 | H | H | H | H | H | H |
| 4 | L | H | L | $L$ | H | H | H | H | $L$ | H | H | H | H | H |
| 5 | $L$ | H | $L$ | H | H | H | H | H | H | $L$ | H | H | H | H |
| 6 | $L$ | H | H | $\underline{L}$ | H | H | H | H | H | H | L | H | H | H |
| 7 | L | H | H | H | H | H | H | H | H | H | H | 1 | H | H |
| 8 | H | $L$ | $L$ | $L$ | H | H | H | H | H | H | H | H | L | H |
| 9 | H | $L$ | $L$ | H | H | H | H | H | H | H | H | H | H | L |
|  | H | L | H | L | H | H | H | H | H | H | H | H | H | H |
|  | H | $L$ | H | H | H | H | H | H | H | H | H | H | H | H |
| \% | H | H | L | $L$ | H | H | H | H | H | H | H | H | H | H |
| $\stackrel{\text { T }}{\text { E }}$ | H | H | L. | H | H | H | H | H | H | H | H | H | H | H |
|  | H | H | H | L | H | H | H | H | H | H | H | H | H | H |
|  | H | H | H | H | H | H | H | H | H | H | H | H | H | H |

$H=$ high level (OFF). L = low level (ON)
Table 10 Function table of SN7445


Fig. 72 Functional block diugram for SN7445

A 7-segment decoder tums LED's on and off to form figures as shown in Fig. 73. IC's SN7446~49 have this function. Some decoders have an ENABLE input as shown in Fig. 74 which allows all outputs
second adjustment. O-second setting can be made by pressing the " 0 -second Set" switch and clearing the second counter until the correct second appears. Fig. 75 shows the block diagram of a digital clock.


Fig. 73 7-Segment LED
to be turned off. The decoder is sometimes called a Data Demultiplexer because of its switching function which conveys ENABLE input to a specified output terminal.

## 7-7. Counter circuit application (clock)

The counter circuit is popularly applied to digital clocks, which work by counting pulses of a reforence frequency. If the lime frequency is 60 Hz , one second can be recognized by counting 60 peaks of the alternating current, one minute by counting 60 seconds, and so on. Time indication can be done with 7-segment LED's and an exclusive decoder. What about time setting? Most of the digital clocks on the market go fast-forward when a time setting switch is pressed. To make the time setting speed $u_{2}$ it is necessary to make the reference clock frequency higher than 60 Hz . By making the clock signal bypass the 1 -second divider, time setting is speeded up by 60 times. Even so, it would still take 20 minutes to advance the time for 24 hours. To make it advance still faster, the 10 -minute frequency divider is also bypassed. Thus the 1 -second frequency divider bypassing switch is used for "slow" adjustment and the 10 -minute frequency divider bypassing switch for "fast" mode.
This way, it only takes a little more than two minutes to make a full 24 -hour adjustment. However, these fast-forward switches cannot make


Fig. 74 Decoder with enable terminal (de-multiplexer)

The counter can be asynchronous. An SN7490 can be used for a quinary-decimal counter and an SN7492 for a hexal type. Making a 24 -radix counter only is meaningless, since BCD output is necessary for indicating time. The output can be made with the remaining binary counter portions of the SN7490 and SN7492 along with one or two gates.


Fig. 75 Block diagram of digital clock

## Application Course (1)

## CT-F750



## 1. Control Circuit's Functions

1-1. 1C's employed
Inverter
M53204P (TI's SN7404N)


Fig. 1 Inverter M53204P (SN7404N)

AND
M53208P (TI's SN7408N)


Fig. 2 AND Circuit M53208P (SN7408N)

## NAND

M53200P (TI's SN7400N)


Fig. 3 NAND Circuit Mas3200P (SNTH0ON)

NOR
M53202P (TI's SN7402N)


Fig. 4 NOR Circuit M53202P (SN7402N)
-2. One-shot Muhtwibrator
M53321P (IT's SN74121N)
For cetailed descriptions of Inverter, AND, NAND and NOR circuits. please refer io the "Basic Course."

## 1-3. One-Shot Multivibrator M53321P's functions

This One-Shot Multivibrator puts out a pulse signal when certain input conditions are satisfied. The pulse width of the M53321P can be adjusted by varying the value of the external capacitor and resistor.


Fig. 5 Pin alignment and block diagram

| Inputs |  |  | Outputs |  |
| :---: | :---: | :---: | :---: | :---: |
| $\overline{\text { A }}$ | A2 | B | Q | $\overline{0}$ |
| L | X | H | L | H |
| X | 1 | H | L | H |
| $x$ | X | 1 | 1. | H |
| H | H | X | 1 | H |
| H | 1 | H |  |  |
| + | H | H |  |  |
| $\frac{1}{6}$ | b | H |  |  |
| 1. | * | + |  |  |
| X | $\underline{1}$ | 4 |  |  |

Fig. Eunction table

There are two ways of connecting the M53321P as shown in Fig. 7:

(b)


Fig. 7 Connections of M53321P

Fig. 7(a) : Terminals $4(\overline{\mathrm{~A}} 2)$ and $5(\mathrm{~B})$ are connected to Vcc which is H level. Now, refer to the function table in Fig. 6. ( $\overline{\mathrm{A}} 2$ ) and B are always H and only when the level at 3 ( $\bar{A} 1$ ) falls to $L$, output $6(Q)$ inverts from $L$ to $H$ and then returns to $L$ after a certain period of time. A positive pulse can be obtained at $Q$; the pulse width is determined by the product value of the capacitor and resistor connected to the TC. The actual time constant value is different from the product value because the IC has an internal resistor. The pulse width will be explained later. The level of $\bar{Q}$ is always opposite to that of $Q$ (refer to the "Basic Course" Section on flip-llops).
Fig. 7 (b): Terminals 3 ( $\overline{\mathrm{A}}$ ) and 4 ( $\overline{\mathrm{A}} 2$ ) remain L because they are grounded. Refer to the Function Table in Fig. 6. " $\mathrm{X}^{* 3}$ means that the level car be elther $H$ or $L$. Since $\bar{A} 1$ and $\bar{A} 2$ are always $L$, a posi tive pulse and a negative pulse appear at $6(O)$ and 1 (Q) respectively only when the level at 5 (B) nses to H. In almost all cases, the outputs of 6 (Q) and 1 (Q) remain unchanged in respect to $L$ and $H$, except in the following instances:
When input at 3 (Al) shifts from $H$ to $L$ in the circuit in Fig. 7 (a).
When input at 5 (D) shifis from $L$ to $H$ in the circuit in Fig. 7 (b).
In each case, a pulse of a certain width appears at the output teminals, a positive pulse at 6 and a negative puise at 1.

## 2. Circult Description

## 2-1. Auto-Stop Circuit (solenoid actuation)



Fig. Aut Ansp Curuit
(a) Symbol

(b) Function rable

| $A$ | $B$ | $F=A+B$ |
| :---: | :---: | :---: |
| $L$ | $L$ | $H$ |
| $L$ | $H$ | $L$ |
| $H$ | $L$ | $L$ |
| $H$ | $H$ | $L$ |

Fig. 9
When in the PLAY mode and PAUSE is pressed, inputs 11 and 12 of $1 C 304(4 / 4)^{3}$ N NOR gate are L and output 13 becomes H (refer to Fig. 9). $10304(4 / 4)$ 's output at $13: \mathrm{H} \rightarrow \mathrm{Q} 302 \mathrm{~s}$ base $\mathrm{H} \rightarrow \mathrm{Q} \rightarrow 02: \mathrm{ON} \rightarrow$ Cument hows from + B1 through $\operatorname{R333}, \mathrm{R} 332, \mathrm{R} 330$ and $\mathrm{Q} 302 \rightarrow$ Q304's base :L $\rightarrow \mathrm{Q} 304: \mathrm{ON} \rightarrow$ Collector : $\mathrm{H} \rightarrow$ C333's terminals almost equal to $+B 1 \rightarrow$ No current through $\mathrm{R} 338 \rightarrow$ Q305's base: H $\rightarrow$ Q305: OFF $\rightarrow$ IC306 (1/4)'s input $2: L \rightarrow$ Out put $3:$ L (refer to Fig. 10$) \rightarrow I C 305(1 / 6)$ inverts L
to $H \rightarrow 0306$ : base : $\mathrm{H} \rightarrow 0306:$ OHP $\rightarrow$ Q310s base : $L \rightarrow$ Auto Stop solenoiu SL00 is not acheated (TLAY or PAUSE).
At the end of PLAY, FP, REW or when the Accidenta Rerase Prevention Circnit is activated (explamed later), imput 11 or 12 of $\operatorname{NOR}$ (C3O4 (4/4) becomer II and ontpul 13 becomes L.
TC304 (4/4)'s output $13: x \rightarrow$ Q302: base: $L \rightarrow$ Q302: OFT $\rightarrow$ C33 is charged through R 333 and R332 $\rightarrow$ Changing completed $\rightarrow$ Curent stops $\rightarrow$ Q304's base: L $\rightarrow$ Q304: ORF $\rightarrow$ C33 is charged through R338, R3S7 and R334 $\rightarrow$ Q305's base: $L \rightarrow$ Q305: ON $\rightarrow$ TMO6 (1/4)'s input $2:$ H. When tape stops, except when autoreversing, (explained later) input 1 of C C306 (1/4) is $H \rightarrow$ Both mputs $182: H$ $\rightarrow$ Output $3: \mathrm{H} \rightarrow$ Inverter IC305 (1/6)'s output: $L$ $\rightarrow$ Q306's base : $L \rightarrow$ Q306: ON $\rightarrow$ Q310's base: $H$ $\rightarrow$ Q310: ON $\rightarrow$ Auto-Stop solenoid activated, tape transport stops.
(a) Symbol

(b) Function table

| $A$ | $B$ | $F=A \cdot B$ |
| :---: | :---: | :---: |
| $L$ | $L$ | $L$ |
| $L$ | $H$ | $L$ |
| $H$ | $L$ | $L$ |
| $H$ | $H$ | $H$ |

Fig. 10

Role of astable multivibutor
In the nomal state, the Auto-Stop solenoid becones activated when an L signal from IC304 (4/4) is inverted and fed to imput 2 of $10306(1 / 4)$.
However, if for some reason the main vollage drops, the solenoid may not receive enough curent to drive it with enough force to trigger the tape transport stop mechanism. To assure proper operation of the stop mechanism, a multuibrator is incorporated in the Auto-Stop circuit to repeat cycling of the solenoid untl the tape transport stop mechanism is completely triggered. The resistor and capacitor inserted between 1C306 (1/4) and IC305 (1/6) compose a delay circuit. In this way, the muting circuit for eliminating the "chick" can operate before the solenoid works.
Solenoid operation is delayed for 10 msec. The circuit operation is the same as described previously except when Q305 is ON:
When C333 is completely charged $\rightarrow$ Q305's base: H $\rightarrow$ O305: OFF $\rightarrow$ Collector: $1 \rightarrow$ C334's charge
curent flows through R333, R332, R336 and R347 $\rightarrow$ Q304's base: $L \rightarrow$ Q304: ON $\rightarrow$ Current through R338, C333, R337 and R334 stops $\rightarrow$ Q305's base: $H \rightarrow$ Q305. OFR $\rightarrow$ C334 is recharged $\rightarrow$ Q304's base : H $\rightarrow$ Q304: OFF.
Since this cicuit is an astable multivibrator, Q304 and Q305 tum ON and OFF reciprocally. The pulse width is about 0.25 seconds with 1.75 second inter* vals.


Fig. In Wawe form at the muthihrater

## 22. Aumo Stap Datection Circut



Fig. 12 Auro-Stop Sensing Circuit

When the tape is running, the magnet mounted on the countershaft rotates in proportion to the tape speed $\rightarrow$ Pulses generated by the magnet's rotation turn the Hall COOL ON and OFF $\rightarrow$ The ON/OFF signals to Q314's base $\rightarrow$ Q314 repeats ON/OFF cycle $\rightarrow$ When Q314 is OFF, C327 is charged through R338 and R387 $\rightarrow$ When Q314 is ON, C327 discharges through R318 and Q314. As the discharging starts before charging is completed, the base of Q315 becomes $L$ and Q315 tums ON and Q316 tums OFF. IC301 (3/4)'s inputs : L $\rightarrow$ As

NAND IC301 (3/4) is wired to work as an inverter, IC305 (6/6)'s output is L.
When the tape stops, the magnet stops rotating $\rightarrow$ ICOOI stops changing its ON/OFF cycles. When IC001 is OFF $\rightarrow$ Q314 remains OFF. When ICOO1 is ON, DC current is blocked by $\mathrm{C} 326 \rightarrow \mathrm{C} 327$ is charged through R388 and R387 $\rightarrow$ C327 is charged completely $\rightarrow$ Q315's base : H $\rightarrow$ Q315: OFF $\rightarrow$ Q316: ON $\rightarrow$ IC301 (3/4)'s inputs 9 and $10: H \rightarrow$ IC301 (3/4)'s output $8: \mathrm{L} \rightarrow$ IC305 (6/6)'s output 12:H.

## 2-3. Auto-Stop Control Circuit



Fig. 13 A hto Stop control Cincuit

The Auto-Stop Circuit works when either or both of the IC304 (4/4)'s inputs (11 and 12) become H (refer to 2-1). IC304 (4/4)'s input 11 is L unless the Accidental-Erase Prevention Crcuit feeds a pulse to it.
a) While tape is sumsing

When in the PLAY mode, S002 is ON and SOO1 and S003 are OFF. $\rightarrow 1$ C301 (4/4)'s mput 12 is L, and 13 is H , because +5 V is appied to the teminal through $\$ 001 . \rightarrow$ The output is H .

## (a) Symbol



Fig. 14
(b) Function table

| $A$ | $B$ | $E=A \cdot B$ |
| :---: | :---: | :---: |
| $L$ | $L$ | $H$ |
| $L$ | $H$ | $H$ |
| $H$ | $L$ | $H$ |
| $H$ | $H$ | $L$ |

$10301(1 / 4)$ s imput i : $H-10305(5 / 6)$ nverts the pulse from $\mathrm{SOO} 2 \rightarrow 10301(1 / 4)$ s input $2: L \rightarrow$ Output $3:$ H. IC301 (4/4)'s output $11: \mathrm{H} \rightarrow 1 \mathrm{C} 306$ (2/4)'s input 4 : H.
While the tape is rumning, $\operatorname{CC305}$ (6/6)'s output 12 : $\mathrm{L} \rightarrow$ IC306 (2/4)'s input $5: \mathrm{L} \rightarrow$ Output $6: \mathrm{L}$ IC301 (1/4) s output $3: H \rightarrow$ IC301 (2/4)'s imput 4 : $\mathrm{H} \rightarrow$ Input $5: \mathrm{L} \rightarrow$ Output $6: \mathrm{H} \rightarrow \mathrm{IC} 304(1 / 4)$ 's input $2: \mathrm{H} . \mathrm{CC} 304(2 / 4)$ 's output $4: \mathrm{L} \rightarrow 1 \mathrm{C} 308$ 's input $3 \rightarrow$ IC308's output 6 (O) is fed into IC304 (1/4)'s input 3.
When the M53321. One-shot Multivibrator is not working, output $6(\mathrm{Q})$ is $\mathrm{L} \rightarrow$ IC304 (1/4)'s input

3:L and input 2: $H \rightarrow$ Output 1:L. Refer to Fig. 7 (a).
The Auto-Stop Circuit doesn't work because 1 C 304 $(4 / 4)$ 's inpute 11 and 12 are L and output 13 is H .

## b) When Expe stops

C305 (6/6)'s output 12 becomes H (refer to $2-2$ Auto-Stop Detection Circuit) $\rightarrow$ IC306 (2/4)'s inputs 4 and $5: \mathrm{H} \rightarrow$ Output $6: \mathrm{H} \rightarrow \mathrm{HC} 01(2 / 4)$ 's input $5: H \rightarrow$ mput $4: H \rightarrow$ Output $6: L \rightarrow 1 C 304(1 / 4)$ 's inputs 2 and $3: 1 \rightarrow$ Output $1: H \rightarrow I C 304(4 / 4)$ 's mput $12: H, 11: L \rightarrow$ Ontput $: L \rightarrow A u t o S t o p$ civcut works.
GPAUSE ON depresse durng PLAY
PAUSE switch S003: ON $\rightarrow+\mathrm{B}_{\text {, }}$ is red to 1C301 $(4 / 4)$ 's input $12 \rightarrow$ Imputs 12 and $13: H \rightarrow$ Output $11: L \rightarrow 1 C 306(2 / 4)$ 's output 6 remains $L$ because 4 is $L$ even when the tape stops and 5 becomes $h$. the Auto-Stop will not work when PAUSE is ON.
d) During EF/REW

FR switch SOO1: ON, S002: OFF, SO03: ORF $\rightarrow$ C301 (4/4)'s inputs 12 and $13: L \rightarrow$ Output $11: H$. $10305(5 / 6)$ 's input $11: L \rightarrow$ Output $10: H \rightarrow$ IC301 ( $1 / 4$ )'s input $2: H, 1: L \rightarrow$ Output $3: H$. Since inpuss of IC306(2/4) and IC301 (2/4) are the same as those during PLAY $\rightarrow$ When tape stops and $1 C 305$ (6/6)'s output 12 becomes H, the Auto-Stop circuit works and the tape stops.
a) PAUSE ON durnm FF/REV

IC301 (4/4)'s input $13: \mathrm{L} \rightarrow$ IC301 (4/4)'s output II is H , which is the same state as $\mathrm{FF} /$ REW, even when S 003 is ON and input 12 is $\mathrm{H} \rightarrow$ Auto-Stop Crcuit works.

## f) When playing a slack tape

When playing a slack tape or if the tape is left slack for about 3 seconds after FF/REW is shifted to PLAY skipping STOP, the Auto-Stop Sensor becomes activated. To prevent this, One-Shot Mulivibrator IC308 keeps the sensor inoperative for 5 seconds. When the tape is in the FORWARD PLAY mode, the sensor will not be activated by tape slack because the sensor is linked with the right reel, which in this case is the take-up reel. However, when reversing, the right reel becomes the supply reel, so when the tape becomes slack, the sensor stops rotatint thus activating the Auto-Stop Circuit.
PLAX $: \mathrm{ON} \rightarrow \mathrm{SOO2}: \mathrm{ON} \rightarrow$ IC304 (2/4)'s input 6 becomes $H$ for a short time until C329 is charged, output 4 : L (Fig. 13).

## g) PLAY depressed during FF/REW

S001. OFF $\rightarrow$ IC304 (2/4)'s input 5 becomes H for a short time by current through D312 and C328. When PLAY : ON $\rightarrow$ S002: ON $\rightarrow \operatorname{IC304}$ (2/4) input 6 . IH for a short time. When either or both inputs 5 and 6 are $H$, output 4 shifts from $H$ to L for about 70 msec .1 C 308 is an IC M53321P which was described earlier in Fig. 7 (a). IC308's input 3 shifts from H to L, IC308: ON $\rightarrow$ A positive pulse with a width of 5 seconds, as determined by C330 and R324 appears at output $6(Q)$, goes to 1 C304 (1/4) input 3. Even when the Auto-Stop Sensor is activated and IC304 (1/4)'s input 2 shifts to L, the IC's output 1 remains L as long as input 3 is H. IC304 (4/4)'s inputs 11 and $12: \mathrm{L} \rightarrow$ Output $13: \mathrm{H} \rightarrow$ Auto-Stop Circuit remains inoperative.
In short, for about 5 seconds when IC308's output 6 (Q) remains H, the Auto-Stop Circuit is not activated. Actually, it will take nearly 7 seconds because it takes 2 seconds more for the astable multivibrator to operate.

## 24. Trigger Control Circuit



Fig. 15 Trigger Control Circuit
This circuit controls Trigger Solenoid action and switches FWD and REV. IC306 (3/4)'s input 9 is usually $H$ unless the Accidental-Erase Prevention Circuit (explained later) works and feeds L pulse to 9. When manual or auto reversing, IC306 (3/4)'s input 10 and output 8 becomes H. When IC309's input 5 shifts from L to H, the IC309 works. LRefer to Fig. 7 (b).]
A negative pulse with a width of 0.2 sec ., as determined by C339 and R356 appears at output 1 (Q). $\rightarrow$ Q307's base : L $\rightarrow$ Q307: ON $\rightarrow$ Q311: ON $\rightarrow$ Trigger Solenoid trips. $\rightarrow$ Switches FWD/REV. (R355 and C338 compose a delay circuit which provides the necessary time lag for the Muting Circuit to eliminate the "click" sound produced by the solenoid.

## 2-5. Direction Selector Circuit



Fig. 16 Part of Direction Selector Circuit

When direction switch $\$ 801$ or $\$ 901$ is pressed:
IC307's input 3 shifts to $L \rightarrow$ Positive and negative pulses appear at $6(Q)$ and $1(\overline{)})$ respectively Irefer to Fig. 7 (a)]. The pulse width is 1 sec. as determined by C335 and R350. 1C307's output $6(0): \mathrm{H}$ $\rightarrow \mathbf{C 3 0 2}(4 / 4)$ 's mput $12 \cdot \mathrm{H}$. At the time of PLA or STOP, SOOT's output: $\mathrm{H} \rightarrow 1 \mathrm{C3O}(4 / 4)$ s mput $13: H \rightarrow$ Output $11: L \rightarrow$ C303 (1/4) sinput $1 \cdot 1$. Mode Selector signal (explained later) goes bo 16303 $(1 / 4)$ 's mput $2 \rightarrow$ Ouput $3 \cdot$ H unless antoneverma $\rightarrow 10303(2 / 4) s$ input $4: H$. When a casdette is loaded, sonts output: $H \rightarrow T C 33 / 2 / 4) \operatorname{sinput} 5:$ $\mathrm{H} \rightarrow$ Output $6: L \rightarrow$ TC303 (3/4)'s mput $9: L \rightarrow$ 1 C 303 (4/4)'s outpur 11 : H unless the WWD Mromity Clrout is activated (explained later) $\rightarrow$ Mc303 (3/4)'s imput $10: \mathrm{H} \rightarrow$ Output $8: H \rightarrow \mathrm{HC} 06(3 / 4) \mathrm{s}$ imput $10: H$ Trigger Controf Circut actuated $\rightarrow$ Switches RWD/REV.
The circuit is diso designed to provent its operation during PF/REW or when a tape is not loaded. During FF, S001: ON $\rightarrow 1 \mathrm{C3} 02(4 / 4)$ 's input $13: 1$. This time, even when $\$ 801$ or $\$ 901$ is depressed and $1 \mathrm{C} 302(4 / 4)$ 's input 12 becomes $H$, output 11 remains $\mathrm{H} \rightarrow$ Downstream IC's outputs remain un* changed $\rightarrow$ FWD/REV remains unchanged.
When a tape is not loaded, SO04: OFF $\rightarrow$ IC303 (2/4)'s input $5: \mathrm{L} \rightarrow$ Output remains H even when S801 or $\$ 901$ is depressed and input 4 becomes $H \rightarrow$ Downstream IC's outputs remain unchanged $\rightarrow$ FWD/REV switch does not trip.

## 2-6. FWD Priority Citcuit (Timer-Start)

When the Tmer Staxt function is in use and tape is loaded, the circut shits REV recording to FWD recording when the RWB/REV selector is in the ReV position. (Refer to Fig. 17 Reverse Mode Selector Circut.)
POWER: ON $\rightarrow$ SOOA's output: $H^{H} \rightarrow$ S302-5: $H \rightarrow$ 1C30 (4/4)'s input 12 E Charging cuxcent to C337 makes mput 13 a and output $11: 1 / 10 r$ a shor thme $\rightarrow 10303(3 / 4)$ input $10: L \rightarrow$ Output $8: H \rightarrow$ Triger Control Curuit works $\rightarrow$ REV ahtus to WWD.

### 2.7. Reverse Mode Selector Circuir



Figy Reverse №des Selector Circtit

IC $304(3 / 4)$ 's input 9 is usually $L$ because it is connected to the Accidental-Erase Rrevention Crcuit.
a) $\rightarrow$ Mode (S5014: ON, S501-5: OFF, 55016: OFF
S002 ON: H $\rightarrow$ S501-6:OFE:H $\rightarrow$ S501-5:OFR $: H \rightarrow$ D322's output $: H \rightarrow 1 C 304(3 / 4)$ smput $8:$ $\mathrm{H} \rightarrow$ Output $10: L \rightarrow \operatorname{Cos}(3 / 6)$ meners to $\mathrm{H} \rightarrow$ $1 C 306(1 / 4)$ s input 1 : H. When tape ends, Q305: ON $($ refer to $2-1) \rightarrow 10306(1 / 4)$ sinput $2: H \rightarrow$ $3: H \rightarrow$ Auto-Stop circuit activates $\rightarrow$ STOR solenoid operates. At this time, $10302(3 / 4)$ sinput $10: L \rightarrow$ Q305: ON $\rightarrow$ MO2 (3/4)S mput $9: H \rightarrow$ outout $8: H \rightarrow 10303(1 / 4) \mathrm{s} 2: H \rightarrow$ input $1: H$ unless Direction Putton is pressed $\rightarrow$ Output $3: L \rightarrow$ Direction Selector Circuit deactivated.
b) O Mode (S501A: OFF, S501-5: ON, S501-6: OFF
(1) - Directon

In the EWD mode: H signal goes to 1 C 302 (3/4)'s imput 10 through S002, $\mathrm{S} 501-6,5501-5$ and S 302 14 and D324. When tape ends $\rightarrow$ Q305 : ON $\rightarrow$ mput $9: H \rightarrow$ Output 8: L. $1 \mathrm{C} 303(1 / 4)$ 's inputs $1 \& 2$ are usually $H$ and $L$ respectively $\rightarrow$ Output 3: $H \rightarrow$ Direction Selector shifts to REV. Here, IC304 (3/4)'s input $8: \mathrm{L} \rightarrow$ input 9: $\mathrm{L} \rightarrow$ output $10: \mathrm{H} \rightarrow$ IC305 (3/6) inverts to $\mathrm{L} \rightarrow \mathrm{IC} 306$ (1/4)'s input $1: L \rightarrow$ Output $3: L \rightarrow$ Auto-Stop mechanism deactivated.
(2) Direction

When reversing : H signal goes to 1 C 304 (3/4)'s input 8 via $\$ 002$, S501-6, S501-5, S302-14 and D323. $\rightarrow$ Output $10: \mathrm{L} \rightarrow$ IC305 (3/6) inverts $\rightarrow$ IC306 (1/4)'s input $1:$ H. Q305: ON at tape end $\rightarrow$ Input $2: \mathrm{H} \rightarrow$ Output $3: \mathrm{H} \rightarrow$ Auto-Stop Circuit operates. (The same as in the mode). At this time, the direction shifter does not operate because 1 C302 (3/4)'s input 10 is $L$.
c) Mode (S5014: OFF, S501.5: OFF,

S501.5:ON1
Duming PLAY : I signal goes to $1 C 302$ (3/4)'s input 10 through $\$ 002$, $5501-6$ and $5305-7$. At tape end, C305: ON $\rightarrow$ C302 (3/4)'s $: ~ H \rightarrow$ Output $8: L \rightarrow$ Tape Direction selector works. At this time, AutoStop does not operate because $1 \mathrm{C} 304(3 / 4)$ 's mput 8 remains I regandess of the $\mathrm{FWD} / \mathrm{RE}$ V ditecton. The tape runs endlessly.
H RECORD Similar circut as 14 D mode to prevent accidenta recording. When REV RECORD is depressed, Auto-Stop operates. When forwarding, via $0324, H \rightarrow T C 302(3 / 4) 5$ input $10: N \rightarrow$ Dircetion Selector opertes, When reversing via D323: $\boldsymbol{1} \rightarrow \mathrm{C} 04(3 / 4) \mathrm{s}$ input 8: 7 -Autostop operates.
d Role of D321
D32 is employed to give Auto-Stop preference over EF/REW, S002 is OFF at FF/REW. This time, $1 \mathrm{C} 305(5 / 6)$ 's input $11: L \rightarrow$ Output $10: H \rightarrow$ via D321: H $\rightarrow$ IC304 (3/4)'s mput 8: H Auto-Stop operates. Here, S002: OFF $\rightarrow 1 \mathrm{C} 302(3 / 4)$ 's input $10: L$ at any position $\rightarrow$ Direction Selector unchanged.
c) Role of R385 and C347

When auto-reversing from FWD to REV at tape end, S302-14 switches from FWD to REV (refer to $\rightarrow$ ) mode) $\rightarrow$ D323: $\mathrm{H} \rightarrow \operatorname{IC} 304$ (3/4)'s input $8: \mathrm{H} \rightarrow$ $1 \mathrm{C} 306(1 / 4)$ 's input $1: \mathrm{H}$. The mechanical switching time, about 0.3 sec., serves as the delay time. Q305 stays ON for 0.25 sec . (refer to Auto-Stop Circuit). S302-14's sliding time and multivibrator's delay time have allowances. If the switch slides earlier than the time Q305 goes off, IC306 (1/4)'s inputs 1 and 2 become $H$ and the Stop solenoid operates unexpectedly. To prevent this, R385 and C347 delay the shifting time of IC306 (1/4)'s input 2 to H for about 0.5 sec .

## 2-8. Accidental-Erase Prevention Circuit



Fig. 18 Accidental-Erase Prevention Circuit

CT-F750's Accidental-Erase Prevention is electronically controlled and its REC button can be depressed even when a cassette has no erase tab.
When the REC button is depressed after inserting a cassette which has no erase tab: $\mathbf{S 3 0 5 - 8}$ (REC): $\mathrm{H} \rightarrow$ S005, (S006) : H $\rightarrow$ via RL301 $\rightarrow$ IC305 (2/6)'s input $3: H \rightarrow 1 \mathrm{C} 304(4 / 4)$ 's input $11: \mathrm{H} \rightarrow$ Output $13: \mathrm{L} \rightarrow$ Astable multivibrator operates. IC304 (3/4)'s input $9: \mathrm{H} \rightarrow$ Output $10: \mathrm{L} \rightarrow \mathrm{IC} 305$ (3/6) inverts $\rightarrow 1 \mathrm{C} 306$ (1/4)'s input $1: H \rightarrow$ AutoStop operates and prevents erasing. IC305 (2/6) inverts signal $\rightarrow$ IC306 (3/4)'s input $9: \mathrm{L} \rightarrow$ Output 8:L $\rightarrow$ Prevents Trigger control from operating.

## 2-9. Bias Oscillator Controller and Muting Signal Detector



Fig. 19 Bias Oscillator Controller and Muting Signal Sensor

When REC \& PLAY are depressed simultaneously, the deck starts recording: S007 and S002: ON $\rightarrow$ IC306(4/4)'s input $13: \mathrm{H} \rightarrow 12: \mathrm{H}$ when IC310 is not working $\rightarrow$ IC306 (4/4)'s output $11: \mathrm{H} \rightarrow$ Q317's base : H Q317: ON $\rightarrow$ Bias Oscillator operates $\rightarrow$ Recording starts.
When STOP \& PLAY are depressed simultaneously while recording, it shifts from REC to PLAY rapidly. S007: OFF $\rightarrow$ IC306 (4/4)'s input $13: L \rightarrow$ Output $11: L \rightarrow$ Q317's base : $\mathrm{L} \rightarrow \mathrm{Q} 317:$ OFF $\rightarrow$ Bias Oscillator stops (Recordung stops) $\rightarrow$ PLAY starts.
The lower half of the circuit in Fig. 19 is the Muting Signal Sensor for preventing "click" noise generated by S007 and REC/PB switches on the signal channel which shift from ON to OFF, and from REC to PLAY, respectively.
S007: OFF $\rightarrow$ C340 is charged. $\rightarrow$ IC305 (4/6)'s input $9: \mathrm{H} \rightarrow$ Output $8: \mathrm{L} \rightarrow$ IC302 (1/4)'s input $2: L \rightarrow \operatorname{IC} 302(1 / 4)$ 's input $1: H$ when IC307 is not working, output $3: \mathrm{H} \rightarrow$ IC310's input $5: \mathrm{H} \rightarrow$ IC310's [refer to Fig. 7 (b)] output $6(\mathrm{Q}): H \rightarrow$

Muting Circuit operates. The pulse width is about 1 sec. as determined by C341 and R365. This circuit also stops bias oscillation for a short time when shifting direction manually.
When shifting direction manually during recording IC307 works. $\rightarrow$ Output $1(\bar{Q}):$ Negative pulse (1 sec.) $\rightarrow$ IC302 (1/4)'s input $1:$ L for $1 \mathrm{sec} . \rightarrow$ Output $3: \mathrm{H} \rightarrow \mathrm{IC} 310$ operates $\rightarrow$ Output $6(\mathrm{Q}):$ Positive pulse ( 1 sec .) $\rightarrow$ Muting Circuit. At the same time IC310's output $1(\overline{\mathrm{Q}})$ : Negative pulse $\rightarrow$ IC306 (4/4)'s input $12: \mathrm{L}$ for $1 \mathrm{sec} . \rightarrow$ Output $11: \mathrm{L} \rightarrow$ Bias Oscillation stops for about 1 sec .
During Playback, muting operation is the same as above, but IC306 (4/4) does not work.
Now, you will find that there are no $+B$ (power supply) and Ground symbols in the digital circust diagrams. They are generally omitted. Terminals 7 and 14 of all digital IC's explained here are connected with $+B$ and Ground respectively (refer to Fig. 1 and Fig. 5).

## 3. Troubleshooting Digital IC's

All digital IC's employed in CT-F750 are TTL type and pulses are generated by one-shot (mono stable) and astable multivibrators, with a width of $0.2 \sim 5 \mathrm{sec}$. is wide enough to swing the multimeter pointer. Therefore, conditions of the IC's can be checked by a conventional multimeter ( $10 \mathrm{k} \Omega / \mathrm{DCV}$ ) except that the delay circuit and rise-time require an oscilloscope equipped with a memory circuit. The $H$ level of TTL IC is $+5 \mathrm{~V}(4.75 \sim 5.25)$, the supply voltage should be 5 V . With this in mind, the voltage of the stabilizing IC (TA78005P or $\mu \mathrm{PC} 14305 \mathrm{H}$ ) and zener diode (WD-050) should be checked first because supply voltage over 5.5 V will damage the IC's while a voltage lower than 4.57 V will not operate the IC's.

## 3-1. TTL IC Damage

A defective IC may either be "open circuited" or "shorted" because they are composed of transistors and diodes as shown in Figs. $1 \sim 4$.
a) Open input terminal

When an input termmal inside is open, the IC functions as if the imput is $H$ even when it is $L$ because the inner level is H .
b) Shorted input (resistance 0 to 30 ohms)

Imput shorting makes the IC's own input $L$ and further makes the output of the foregoing stage $L$. The word "or" in the flow charts shown later refers to shorting.
c) Open output (incomplete L)

Incomplete $L$ causes malfunction. An open crrcuit
between outpui and ground or shorting between Vcc and the transistor's output will keep the IC's outputhigh.
d) Shorted ouptat (incomplete H)

Imcomplete $H$ is also a sign of IC malfunction. Incomplete $H$ can be caused by transistor shorting between output and ground or an open circuit between Vcc and output, diodes and resistors.


## 3-2. Troubleshooting Charts

a) Auto-Stop solenoid works every 2 sec. after power is turned $O N$.


b) PLAY button doesn't lock. (Auto-Stop keeps engaging)

c) Direction selection unswitchable (manual)


d) Auto-Stop malfunctions


e) Auto-Reverse does not function



## Application Course (2)

## KE-2000

## 1. $K E-2000$

To change the tuning frequency, the capacitance or the inductance are increased or decreased in value as tuning frequencies are determined by the formula:

$$
\mathrm{f}=\frac{1}{2 \pi \sqrt{\mathrm{LC}}}
$$

In the electronic tuner, a varicap (variable capacitance diode) is used in place of a capacitor. In order to change the tuning frequency, the capacitance of the varicap is adjusted by varying the DC (direct current) applied voltage.
In conventional electronic-type tuners, the potentiometer consists of VR's or semifixed VR's (varia. ble resistor). A desired voltage is obtained by dividing the power source voltage. Later we will ex-
plain this principle in more detail as it applies to the tuner section of the KE-2000 (KE-2300).
In the case of the KE-2000, instead of dividing the power source voltage, pulses are generated both in the memory stages to get $D C$ voltage. This method is called the voltage synthesizer system and will be explained later centering on CPU (central processor unit) IC (PD1002).
Conventional preset-memory systems use a continuously varable analog system, whereas the KE-2000 (and KE-2300 with longwave) employs a digital system which remembers frequencies by counting tuning pulses one by one; the entire process is performed electronically.


Photo 1 KE-2000

## 1-1. Tuning Pulse Generation

On FM dial scales, stations appear every 200 kHz . In other words, there are stations with frequencies of $98.2 \mathrm{MHz}, 99.4 \mathrm{MHz}$ and so on. On the other hand, you won't find stations with frequencies of 88.35 MHz or 97.25 MHz . So, theoretically, the following number of FM stations can be contained within a $20[\mathrm{MHz}](88[\mathrm{MHz}] \sim 108[\mathrm{MHz}])$ range: $20,000[\mathrm{kHz}] \div 200[\mathrm{kHz}]=100$ stations
In general, there will be no problem with reception if there are 100 tuning points. However, to obtain accurate tuning, the use of a precise frequency division must be maintained. If the number of generated pulses (tuning points) is small, there is a greater chance of tuning error due to miscounting. If the number of generated pulses is large, frequency error can be reduced, however, both the counter and memory unit must offer high performance.
The pulse generating device, the source of digital pulses, is shown in Fig. 1 and Photo 2.
The gears mounted on the pulse generating device have a 10 to 1 ratio in respect to the tuning knob. Therefore, by tuming the tuning knob a little more than eight revolutions, more than 2,000 gear teeth cross the path of the LED and phototransistor coupler, generating pulses electrooptically.


Fig. 1 Pulse generating device


Fig. 2 The phototransistor switches ON when it receives light emitted by the LED

LED's were selected as the light emitting source because of their low heat generation and long life. Though the light emitted by the LED is not visible, the wavelength is perceptible by the phototransistor.

* In some European countries, stations appear every 50 kHz or 100 kHz .


## 1-2. Up/Down Counter

With this device. the pulses generated by the photo couplers are counted. However, this device is unable to detect whether the tuning knob is being tumed night (in the direction of hgher frequencies) or left (lower frequencies) in its bresent state. Therefore, a pair of photocouplers ( $T_{1}$ and $T_{2}$ ) are used, each mounted electricaily $90^{\circ}$ out of phase. This enables the device to determine whether the U/D counter': output is high or low with the edge of the clock pulse.
For detecting the "lead" or "lagg" of these two pulses, a phase comparator is used. Pulses generated at $\mathrm{T}_{1}$ and $\mathrm{T}_{2}$ are fed separately into the $\mathrm{C} / \mathrm{K}$ input and the U/D input, respectively, as clock and up/ down pulses.
input and the U/D input, respectively, as clock and up/down pulses.
a) Clockwise rotation of tuwiry knob (Up counter)

b) Counterclockwise rotation of tuning knob (Down counter)


Fig. 3
Fig 3 (a) shows what occurs when the tuning knob is rotated clockwise to tune to hagher frequencies. At the rise of the $\mathrm{T}_{1}$ wave, $\mathrm{T}_{2}$ pulses are at the H level. When $T_{1}(C / F)$ pulses are added one atter anw other while $\mathrm{T}_{2}$ pulses are H , we have an Up counter. When the tuning knob is rotated counterclockwise. $T_{2}$ will be at the $L$ level at the rise of $T_{1}$ as shown in Fig. 3 (b). With this, the U/D counter commands can now be used to subtract the accumulated pulses by the number of pulses generated.

The width of each generated pulse is regulated to coincide with the rotational speed of the tuning knob and gear spacing. When knob rotation pauses, the counter stops and stotes the number of pulses counted. Moreover, the feel of the tuning knob rotaton is similar to that of conventional dial-pomter systems, but without tuning backlash.
The U/D counter will be explained in more detail in a later chapter

## 1-3. Generation of Voltage

Pulses ccunted by the U/D counter are then transformed into direct current (DC hereafter) corresponding to the reading of the counter ( 2048 max.) and it is then fed to the varicap in the front-end stage. In other words, 2048 levels of voltage can be generated by the counter.


Fig. 4 Number of pulses vs, output voltage. Each step is 4.4 mV


Photo 3 Pulse generatror

## 1-4. Memory Counter



Fig. 5

The memory counter employs flip-flops. A memory buffer is used both for reading and display, however, direct reading from the memory circuit is not available.

## 1-5. LED's for Station Indication

In accordance with the counter reading, the 32 element LED station indicator switches on the corresponding LED's to display the selected station. (Refer to Table 6)

Table 1

| LED | Counter reading | Frequency range |
| :---: | :---: | :---: |
| 1 | $0 \sim 63$ | $88.03 \sim 88.655$ |
| 2 | $64 \sim 127$ | $88.656 \sim 89.28$ |
| 3 | $128 \sim 191$ | $88.281 \sim 89.605$ |
| . | . | . |
| . | $\cdot$ | . |
|  |  | . |
| 31 | $1920 \sim 1983$ | $106.75 \sim 107.374$ |
| 32 | $1984 \sim 2047$ | $107375 \sim 108.00$ |

## 2. Control Circuit

2-1. Control Circuit


Photo 4 Control Circuit


Fig. 6 Control Circuit Diagram



## 2-2. IC PD1002

Table 2 Specifications of PD 1002

| Structure | Aluminum gate CMOS |
| :---: | :---: |
| Max. rating |  |
| Max. power | 15.0 V |
| Max. power consumption | 40 mW |
| Operation temperature | $-35^{\circ} \sim+85^{\circ} \mathrm{C}$ |
| Storage temperature | $-55^{\circ} \sim+125^{\circ} \mathrm{C}$ |
| General characteristics |  |
| Operation voltage | $7.0 \sim 12.0 \mathrm{~V}$ |
| Operation current | $<3.0 \mathrm{~mA}$ |
| Standby period | $<0.1 \mathrm{~mA}$ |
| Hysteresis gate threshold | $\mathrm{Vp}=6.5-7.5 \mathrm{~V}$ |
|  | $\mathrm{V}=2.5-3.0 \mathrm{~V}$ |
| Output saturation voltage |  |
|  | $\mathrm{VOH}>9.9 \mathrm{~V}, 0.1 \mathrm{~mA}$ : |
|  | $V O D=10.0 \mathrm{~V}$ |
|  | VOL $<0.1 \mathrm{~V}, 0.1 \mathrm{~mA}$ |
| Input frequency | $<5 \mathrm{kHz}$ CLK |
| Memory hold voltage | 3.0 V |
| Withstanding voltage against static breakdown | >200V (200pF) |
| Dimensions | $4.30 \mathrm{~mm} \times 4.35 \mathrm{~mm}{ }^{\text {-1 }}$ |
| Elements contained | Approximately 3,100 transistors |



Fig. 9 IC pins alignment of PD 1002


Photo 5 PD1002


Fig. 10 PD1002 Block Diagram

## 3. Circuit Functions

## 3-1. Binary Counter

By now, you have acquired a working knowledge of the CMOS switch in the "Basic Course." Here, the flip-flop of the CMOS will be explained.
Figure 11 shows a CMOS switch. When a lowlevel potential pulse and high-level potential pulse are fed to $G_{1}$ and $G_{2}$, respectively, intemal resistance drops, as they are P-type and N-type FET's. Electricity can travel from $B$ to $A$, not only digital pulse signals, but analog signals as well can be transmitted. Therefore, it is called a bidirectional or analog switch.


Fig. 11 FF's logic in the PD 1002

In this flip-flop circuit, the CMOS switch is merely an ON/OFF switch in which the T-type flip-flop changes its ON or OFF state every time it receives an input pulse.
In a TTL T FF, "chattering" or a successive series of ON/OFF switching may occur during a single pulse unless the pulse width is narrow enough. But when a CMOS switch is used as a T FF, pulses from the pulse generator, though not narrow in width, can be used since the output changes state by detecting input pulse levels and not pulse edges. The time during which the state is maintained is proportional to the time of H level and level. H and L pulses having the same duration (symmetric type pulse) such as those generated by a pulse generator, are convenient.
Fig. 12 shows part of the FF's logic within the PD1002. In Fig. 12 (b), the four switches are complementing each other. The present input state is $L$ when there is no pulse at $C / K$. If a pulse is fed to $\mathrm{C} / \mathrm{K}$, it is then inverted. The gate action variations depend on pulse polarization which are as follows:
(a) Logic diagram CMOS T-FF

(b) CMOS SW's relation

(c) Timing chart


Fig. 12 Binary counter flip-flop
Table 3 Gates' Action

|  | $G_{1}$ | $G_{2}$ | $G_{3}$ | $G_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| Pinput | $L$ | $L$ | $H$ | $H$ |
| $N$ input | $H$ | $H$ | $L$ | $L$ |
| Action | $O N$ | $O N$ | OFF | OFF |

Therefore, L-level pulses appear at $\bar{Q}$, and H-level at Q. When a pulse is fed, the $C / K$ level becomes $H$ and the output state reverses. A binary counter com-posed of 11 FF 's connected in series is inside the IC and can count up to 2048 pulses. Refer to Fig. 17.

## 32. Binary Up/Down Counter

As explained in the "Basic Course," an Up counter is a binary counter whose primary stage FF's output $Q$ is connected to the next PF's $C / K$ input. In this way, the count increases in proportion to the number of pulses fed into the input stage. With a Down counter, the output is $\bar{Q}$ instead of $Q$, which is also connected to the next FF.

The Up/Down counter judges the direction of the tuning knob's rotation from the relationship between the rise times and levels of two pulses, then switches the output to $Q$ or $\bar{Q}$, which in tum causes an increase or decrease in the count in order to obtain a count corresponding to the frequency of the desired station (Refer to the "Basid Course" on Counters).
(a) Logic diagram

(b) FF operation


| S | $\mathrm{RS} \mathrm{S}_{1}$ | $\mathrm{RS} \mathrm{S}_{2}$ | U | D | O | $\overline{\mathrm{Q}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | 0 | - | - | - | - | 0 |
| 0 | 1 | 1 | - | - | 1 | 0 |
| 1 | 1 | 0 | - | - | 0 | 1 |


| $\mathrm{S}=\mathrm{RS}_{1}=\mathrm{RS}_{2}=1$ |
| :--- |

Function table

| $C K$ | $E N$ | $G_{1}$ | $G_{2}$ | $Q_{n+1}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\uparrow$ | 1 | OFF | ON | $\overline{\mathrm{O}} \mathrm{n}$ |
|  | 0 | ON | OFF | $\overline{\mathrm{O}} \mathrm{n}$ |

Fig. 13 U/D counter flip-flop

The $C / K$ pulse and U/D pulse are fed to pins 22 and 23 of the IC (PD1002). The U/D pulse is then fed to the ENABLE terminal to control $G_{1}$ and $G_{2}$, and switches FF's outputs ( Q and $\overline{\mathrm{Q}}$ ).
(a) Binary counter

(b) Output waveform


Fig. 14 Binary counter and its output waveform

### 3.3. Memory Bufter (Shith Register)

The memory buffer circuit is called the shift register and is located berween the counter and the memory cell block. Flip-flops were discussed briefly in the "Basic Course" and san be considered as a kind of memory device which can hold astate from the time a pulse is fed to the clock input until the next pulse is fed in. It neither counts pulses nor adds or subtracts. Then why is it so important? Because it enables parallel transfer of data and data output without affecting preceding stages.
There are two methods of transmitting data (numbers) from one circuit to another, serial and parallel
transmission [Fig. $15(\mathrm{a})$ and Fig, 15(b)]. We will describe their functions with the use of two binary counters for a clearer understanding.
In serial transier, two counters are connected in series so that the output of one counter is fed to the other counter's input. In this way, data can be transferred to each FF in succession through a single route (channel). However, in serial transfer, the transfer of information takes time, according to the amount or length of the data to be transmitted.
fal Serial transfer

(b) Serial/parallel transfer


Fig. 15

In parallel transfer, two counters are connected in parallel so that data is transferrec, by a pulse, to each FP simultaneously. In this way, data of a fixed length (a six-digit number for example) can be transfered into a memory unit quickly.
Fig. 15 (b) shows an example of a serial/parallel input-type register. A register plays the following
three roles:

1. Writing of memory
2. Reading of memory
3. Providing output to a voltage synthesizer as a memory buffer


Fig. 16 Principle of parallel data transfer

## 3-4. Memory Read/Write

The memory tuning portion of the KE-2000 (KE2300) consists of a memory cell which contains 15 storage units. Each unit is composed of 11 FF's (11 bits $=2048$ ). To store and recall data, each memory
unit is assigned with an address code, a total of 15 (See Table 4). To store five stations for each waveband (AM, FM and LW), 15 memory units are re-quired-five for $A M$, five for $F M$ and five for LW. Refer to Fig. 10.

| A1 | Foo 10 | F009 | F008 | F00 7 | F00 6 | F00 5 | , | F00 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A2 | F01 10 | Fols | F018 | F017 | F016 | F015 | $\ldots$ | F010 |
| A3 | F02 10 |  |  |  |  |  | \} |  |
| A4 | F03 10 |  |  |  |  |  | ) |  |
| A5 | F04 10 |  |  |  |  |  | 3 |  |
| A6 | F05 10 |  |  |  |  |  | , |  |
| A7 | F06 10 |  |  |  |  |  | 3 |  |
| A8 | F07 10 |  |  |  |  |  | 3 |  |
| A9 | F08 10 |  |  |  |  |  | \} |  |
| A10 | F09 10 |  |  |  |  |  | 3 |  |
| All | F11 10 |  |  |  |  |  | 3 |  |
| A12 | F12 10 |  |  |  |  |  | , |  |
| A13 | F13 10 |  |  |  |  |  | \} |  |
| A14 | F14 10 |  |  |  |  |  | , |  |
| A15 | F15 10 |  |  |  |  |  | , |  |

Table 4 Location of 2048 memory cell

Storng a station (writing) in a memory unt is done by pressing the MEMORY (Write Switch) and the PRESET (Address Swith) buttons simultaneously (Fig. 18). When this occurs, data (the tumed station) is transferred from the shift register to the SF's for storage. Data can be recalled from
the memory buffer by depressing the PRESET button, which turns the LOAD and ADDRESS switches on simulianeously. This memory can be referred to as a Random Access Memory (RAM) as writing and reading can be done freely.


| $2^{0}$ | $2^{1}$ | $2^{2}$ | $2^{3}$ | $2^{4}$ | $2^{5}$ | $2^{6}$ | $2^{7}$ | $2^{8}$ | $2^{9}$ | $2^{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 |

Table 5 FF storage unit for Preset Memory and binary mount conversion


Fig. 17 Pulse pattern of binary counter (Pulse patterns in the binary counter's shift register and memory cell)


Fig. 18 Memory read/write section
Connection of the shift register and memory address (up to 15). Data is stored in the memory by operating the WRITE and LOAD switches.

### 3.5. Pulse Synthesizer



Fig. 19 Pulse Synthesizer Block Diagram


Fig. 20 Pulse Synthesizer Logic Diagram (4-bit)

Fig. 19 is a simplified schematic of the synthesizer. Fig. 20 is a detailed figure of a four-bit synthesizer. As explained earlier, pulses generated by the oscillation circuit are divided into 2,048 (stations) by 11 stages of FF's. These pulses are then fed to 2,048 counters with a cycling time of approximately 2 mS . As shown in Figure 20, when all the preceding gates are $H$, the AND gates (four) and OR gate pulses ( 1 MHz ) are fed directly into the data out's buffer (D FF) (refer to Fig. 10). What is important here is that $\mathrm{CK}_{0}, \mathrm{CK}_{1}, \mathrm{CK}_{2}$, and $\mathrm{CK}_{3}$ face $\mathrm{P}_{3}, \mathrm{P}_{2}$, $P_{1}$ and $P_{0}$ respectively so that data is stored in the correct numerical sequence to prevent misreading. This can be expressed in a logic formula as shown on the right.
The synthesizer thus determines the period of time in which the gates must be kept open to put out pulse data (Fig. 21).

Pulse Synthesizer's logic formula

$$
\begin{aligned}
& \mathrm{Y}=\mathrm{O}_{0}+\mathrm{O}_{1}+\mathrm{O}_{2}+\mathrm{O}_{3}+\mathrm{O}_{4}+\mathrm{O}_{5}+\mathrm{O}_{5}+\mathrm{O}_{7}+\mathrm{O}_{8}+\mathrm{O}_{9}+\mathrm{O}_{1} \\
& \mathrm{P}_{0} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{3} \cdot \overline{\mathrm{q}}_{2} \cdot \overline{\mathrm{q}}_{3} \cdot \overline{\mathrm{q}}_{4} \cdot \overline{\mathrm{q}}_{5} \cdot \overline{\mathrm{q}}_{6} \cdot \overline{\mathrm{q}}_{7} \cdot \overline{\mathrm{q}}_{8} \cdot \overline{\mathrm{q}}_{9} \cdot \mathrm{q}_{10} \\
& +\mathrm{P}_{1} \cdot \bar{q}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \bar{q}_{3} \cdot \overline{\mathrm{q}}_{4} \cdot \overline{\mathrm{q}}_{5} \cdot \bar{q}_{6} \cdot \overline{\mathrm{q}}_{7} \cdot \overline{\mathrm{q}}_{8} \cdot \mathrm{q}_{9} \\
& +\mathrm{P}_{3} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \overline{\mathrm{q}}_{3} \cdot \overline{\mathrm{q}}_{4} \cdot \overline{\mathrm{q}}_{5} \cdot \overline{\mathrm{q}}_{6} \cdot \overline{\mathrm{q}}_{7} \cdot \mathrm{q}_{8} \\
& +\mathrm{P}_{3} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \overline{\mathrm{q}}_{3} \cdot \overline{\mathrm{q}}_{4} \cdot \overline{\mathrm{q}}_{5} \cdot \overline{\mathrm{q}}_{6} \cdot \mathrm{q}_{7} \\
& +\mathrm{P}_{4} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \overline{\mathrm{q}}_{3} \cdot \overline{\mathrm{q}}_{4} \cdot \overline{\mathrm{q}}_{5} \cdot \mathrm{q}_{6} \\
& +\mathrm{P}_{5} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \overline{\mathrm{q}}_{3} \cdot \overline{\mathrm{q}}_{4} \cdot \mathrm{q}_{5} \\
& +\mathrm{P}_{6} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \overline{\mathrm{q}}_{3} \cdot \mathrm{q}_{4} \\
& +\mathrm{P}_{7} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \overline{\mathrm{q}}_{2} \cdot \mathrm{q}_{3} \\
& +\mathrm{P}_{8} \cdot \overline{\mathrm{q}}_{0} \cdot \overline{\mathrm{q}}_{1} \cdot \mathrm{q}_{2} \\
& +\mathrm{P}_{9} \cdot \overline{\mathrm{q}}_{0} \cdot \mathrm{q}_{1} \\
& +P_{10} \cdot q_{0}
\end{aligned}
$$



Fig. 21 Pulse Synthesizer Timing Chart

### 3.6. Oschlator Cincuit

Pulses produced by the pulse generator and those stored in the shift register (memory buffer) cannot produce sufficient DC voltage to be supplied to the varicap in the frontend. To provide the varicap with the necessary DC voltage for frequency tuning, a voltage synthesizer is used. The synthesizer compares the high-frequency pulse wave patterns ( $\fallingdotseq$

1 MHz ) generated in the oscillaior circuit after they have been counted by the FF's (binary counters).
Since the output voltage is limited to the supply voltage, (VDD) which in this case is 10 volts from the car battery, the circuit can't employ a conventional analog amplifier. To provide the needed DC voltage in the digital circuit, a kind of pulse-width amplifier is used.
(a) Oscillator circuit (14, 15, 16 PIN)


Note: If $A=L$ (without relation to $B$ ),
output $Y=1$. output $Y=L$.
(b) Oscillator waveform


Fig. 22 Oscillator

## 3\%. TTL Interface



Photo 6
Unlike conventional car tuners, the KE-2000 has no tuning pointer for station indication, but instead, 32 bar LED's are used. Since the output power of the CMOS IC PD1002 is too low to drive the LED's, a TTL IC is used to step up the power to illuminate the LED's.

To drive all 32 LED's, 32 outputs are required ( 5 bits). Voltage appears at pins 18 (E) 19 (D), 20 (C), $21(\bar{B})$ and $22(\bar{A})$ respectively, in accordance with the tuning frequency (Refer to Table 1). The LED's are connected to a matrix circuit, when a signal is received, outputs $A, B$ and $C$ of $P D 1002$ are fed to $I C_{3}$ ( 3 bits) and $D$ and $E$ to $I C_{2}$ (2 bits). With this combination, the circuit can drive the LED's from 1 to 32 .


Fig. 23 KE-2000/U LED TUNING DISPLAY UNIT

Fig. 23 shows the LED tuning display matrix. In the figure, eight pins of $3=b i t 1 C_{1}$ and four pins of 2 -bit $\mathrm{IC}_{2}$ are used. A total of $32(4 \times 8)$ combinations of input pulses form the AND matrix. As $\mathrm{IC}_{1}$ is negative logic input, it operates when L-Hevel pulses are received, while H-level pulses are required for $\mathrm{IC}_{3}$, which is positive logic.
When L-level pulses are fed from $\mathrm{IC}_{2}, \mathrm{Q}_{1} \leadsto \mathrm{Q}_{4}$ become ON and the collector's level becomes high. When $\bar{Y}_{1} \sim \bar{Y}_{2}$ become low, the cathode of the LED will become low and electricity will flow to light the LED's.

Recently manufactured KE-2000 series models all use PD4003. It is actually a combination of $/ C_{1}$ and $\mathrm{IC}_{3}$ but its theory of operation is the same. Fig. 44

| Tuning | $E$ | - | c | 8 | A | $1 C_{1}$ | $1 C_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | a |
| 1 | 0 | 0 | 0 | 0 | 1 | 2 | a |
| 2 | 0 | 0 | 0 | 1 | 0 | 3 | a |
| 3 | 0 | 0 | 0 | 4 | 1 | 4 | a |
| . | - | - | - | - | - | - | - |
| 7 | 0 | 0 | 1 | 1 | 1 | 8 | a |
| 8 | 0 | 1 | 0 | 0 | 0 | 1 | b |
| - | - | - | - | - | - | - | - |
| - | - | * | - | - | - | * | - |
| 31 | 1 | 1 | 1 | 1 | 1 | 8 | d |

Table 6 NO A Matrix Operation of LED shows the internal circuit of PD4003.


Fig. 24 BLOCK DIAGRAM OF PD4003
38. Coneration of Tuning Voltage and Filter Circuit


As output from DATA OUT is in the form of a pulse, it must be converted from digital to analog. To this end, a low-pass filier is required (Fig. 25). $C_{1}$ is charged through $R_{1}$. The product of $R_{1} \times C_{1}$ is 0.022 (sec) ~ 22 (msec.). Even when 2048 pulses are chrged in $C_{1}$. good linearity of the $A C-D C$ converter can be acheved. In addition, the pulses are flattened further by $\mathbb{R}_{2}$ and $C_{2}$ and can be considered as DC at the output.

Fig. 25
(a) Voltage waveform at $\mathrm{A}(\mathrm{T}: t=2048: 1)$

(b) Voltage waveform at $B$ (at 1024)


Fig. 26 Voltage wavefoms at $A$ and $B$

Thus DC voltage corresponding to the number of pulses can be generated to change the thing frequency by the varicap.


Fig. 27


Fig. 28 ITT 310 A (waricapl characteristics for FM

## 3-9. Troubleshooting

There are two or three IC's used in the digital circuitry of the KE-2000. In order to simplify and speed up servicing, it is necessary to understand the functions of each one.
Fig. 29 is a block diagram outlining the circuits surrounding both IC's and their connections within the circuits. With the aid of this diagram you can locate problems in the circuit by following the procedures outlined in this section.
a) FM tuner does not function.

Check to see if the woltage of the power source in the FM frontend and FM IF circuit is nomal. If nomal, measure the DC woltage from the filter-out to the frontend $(0 \sim 8 V)$. If you find nothing wrong with the voltage, then the trouble may be in the frontend. If not, check to see if PD1002 is alright, If the voltages at every teminal are nomal, then check the pulse generator.
b) LED's do not light.

First measure the voltage fed to the LED's. If normal, check the voltage of TTL IC's power source and then the input and output voltages of that TTL IC. If you still find nothing wrong, check PD 1002 (Refer to TTL Interface).
c) LED tuning indicators do not move.

Check if the pulse generator is alright and then check the soldered leads of the photo coupler. If you find nothing wrong, then check PD1002.
These are some of the troubleshooting procedures you can perform with the aid of the diagram. Since most of KE-2000's functions are centered around the CMOS PD1002, whose susceptibility to heat and static electricity is far gerater than that of TTL IC's, the trouble, in most cases, will involve PD1002. If replacement of PD1002 becomes necessary, make sure you use a well heated soldering iron and be sure to ground it to earth. Replace the damaged CMOS as quickly as possible to prevent prolonged exposure to heat. To facilitate the removal of the IC from the circuit board, we suggest the use of desoldering tools (featured in photo).


Photo 7


Fig. 29 KE-2000 Blocic Diagram

## 1. Dooisan bigebra

Boolean algebra is hike toy building blocks. Such blocks, unlike ordn:ary wooden blocks. have mules of connection which enable you to build or construct something.
Boofan algebia, too. has mues By adhering to these rules, very complicated construction and problem solving cat be tone. Don't be fooled by the strange name. just magne that you are actually bunlong Whith toy blooks.
Poolcan algebra, alse called logical algebra or transfomainon abebra, was originated by George Boole ( $1815 \sim 1864$ ). It was cngmally invented to make logic mathematical. But now. about 100 yoars later, it is frequently used in logic design of digital circuits.

## 2. Boolean operations

There are only three operations in Boolean algebrathat is, addition, multiplication and negation, no subtraction nor division. Let's start with addition. Under the Boolean operation, addition is referred to as logical sum which is quite different from ordinary addition. See Fig. 1.


Fig. 1 OR circuit
Here, assume the following:
Switch $A$ is closed: $A=1$
Switch $A$ is open: $\quad A=0$
Switch $B$ is closed: $B=1$
Switch $B$ is open: $\quad B=0$
Lamp is on: $\quad \mathrm{F}=1$
Lamp is off: $\quad F=0$

| $A$ | $B$ | $F=A+B$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 1 |
| 0 | 1 | 1 |
| 0 | 0 | 0 |

Table 1: Truth table of NOR circuit

As the figure shows, the lamp will be on when switch $A$ is closed or when switch $B$ is closed. This oْ relationship is called logical sum or OR. Logical sum is represented by the symbols $A+B$, which is read "A or B." It symbolizes the operation of the OR gate itself (actuaily, the symbol was in existence when the gate was produced).
Next, multiplication. 1 is called logical multipication. In the lamp circuit shown in Fig. 2. switches A and $B$ must be closed to switch on the lamp. This and relationship is called logical muliplication or AND.
This is symbolized by $\mathrm{A} \cdot \mathrm{B}$, which is read "A and B ." Like OR, the AND gates operation represents the AND relationship itself.
Finally, negation. This is the easiest of the thee. It is a relationship where $F$ is 0 when $A$ is 1 , and 1 when $A$ is 0 . This is represented by $\bar{A}$, which is read "not A."


Fig. 2 AND circuit

| $A$ | $B$ | $F=A \cdot B$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 0 |

Table 2: Truth table of AND circuit

| A | $\mathrm{F}=\overline{\mathrm{A}}$ |
| :---: | :---: |
| 1 | 0 |
| 0 | 1 |

Table 3: Truth table of NOT circuit

## 3. Basic nature of Boolean algebra

Now that you have an overvicw of Boolean operations, you are now ready to learn how to combine these basic operations as in logic designing, but first, let's study the basic nacure of eoolcan alge Lisa.

| Nature | Formula |
| :---: | :---: |
| Nature f: Lave of involution | $\overline{\bar{A}}=A$ |
| Nature 2: independent Law | $A \cdot A=A, A+A=A$ |
| Nature 3: Commutative Law | $A \cdot B=B \cdot A, A+B=B+A$ |
| Nature 4: Associative Law | $\begin{aligned} & (A \cdot B) \cdot C=A \cdot(B \cdot C) \\ & (A+B)+C=A+(B+C) \end{aligned}$ |
| Nature 5: Distributive Law | $\begin{aligned} & A \cdot(B+C)=A B+A C \\ & A+B \cdot C=\|A+B\| \cdot(A+C) \end{aligned}$ |
| Nature 6: Law of Absorption | $A \cdot(A+B)=A, A+A \cdot B=A$ |
| Nature 7: De Morgan's Theorem | $\bar{A} \cdot \bar{B}=\bar{A}+\bar{B}, \bar{A}+B=\bar{A} \cdot \bar{B}$ |
| Neture 8. Law of Complementay | $A \cdot A=0, A \cdot \bar{A}=1$ |
| Nature 9: Unit Element Law | $A \cdot 1=A, A+0=A$ |
| Nature 10. | $A \cdot 0=0, A+1=1$ |
| Nature 11: | $\overline{1}=0, \overline{0}=1$ |

Table 4: Batic nature of Boclean aigebra
Table 4 shows 11 basic laws. First, you have to understand them well-some are easy and others are a little more difficult.

- Nature 1: Law of Involution $\overline{\bar{A}}=A$

This means that the negation of A's negation is A itself, just as if nothing had been done to it. The truth table is shown in Table 5.

| A | $\overline{\mathrm{A}}$ | $\overline{\bar{A}}$ |
| :---: | :---: | :---: |
| 1 | 0 | 1 |
| 0 | 1 | 0 |

Toble 5: Truth table or Nature 1

- Nature 2: Independent Law

| $A$ | $A$ | $A \cdot A$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 0 | 0 | 0 |


| $A$ | $A$ | $A+A$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 0 | 0 | 0 |

Tante 6: Truth sable of NכTure 2

This means that logical multiplication and logical sum of $A$ and $A$ is $A$. The relationship of $A$ is expressed as follows:

$$
\begin{aligned}
& A \cdot A \cdot A \cdot \ldots \cdot A=A \\
& A+A+A+\ldots \ldots+A=A
\end{aligned}
$$

In other words. logical multiplication and logical sum of A itself are the same as if nothing has been done to it.

* Nature 3: Commutative Law
$A \cdot B=B \cdot A$
$A+B=B+A$
The retatoncmp of $A$ ard $E$ is rathes simole and does nor recure an explatation.
- Nature 4: Assocaative Law
$(A \cdot B) \cdot C=A \cdot(C \cdot B)$
$(A+B)+C=A+(B+C)$
The logic shown in truth table 7 makes the operation of Nature 4 quite apparent.

| $A$ | $B$ | $C$ | $A \cdot B$ | $(A \cdot B) \cdot C$ | $B \cdot C$ | $A \cdot(B \cdot C)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 7: Truth rable of Nature 4

- Nature 5: Distributive Law
$A \cdot(B+C)=A \cdot B+A \cdot C$
$A+B \cdot C=(A+B) \cdot(A+C)$

| $A$ | $B$ | $C$ | $B+C$ | $A \cdot(B+C)$ | $A \cdot B$ | $A \cdot C$ | $A \cdot B+A \cdot C$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 8: Truth table of Nature 5
The first formula is the same as in the conventional four rules of arithmetic. But note that the four rules do not hold true in the second formula.
The truth rable (Table 8) shows that the truth value of the left side (fifth column) of the above logic is the same as the right side's trith value (last column), thereby proving the above formulae.

- Nature 6: Law of Absorption
$A \cdot(A+B)=A$
$A+(A \cdot B)=A$
This is nom moluded in the conventional four rules. cither. This stratge law can be verified by the truth table in Table 9

| $A$ | $B$ | $A+B$ | $A \cdot(A+B)$ | $A \cdot B$ | $A+A \cdot B$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 |

Tablo 9: Truth table of Nature 6

$$
\begin{aligned}
& \text { Nature 7: De Morgan's Theorem } \\
& \frac{A \cdot B}{A+B}=\bar{A}+\bar{B} \cdot \bar{B}
\end{aligned}
$$

This is the most important and famous of all the Boolean algebra laws because its operations-addition, multiplication and negation-are all included in these formulae.
The first formula means that negation of logical multiplication equals logical sum (not logical multiplication) of negated terms. The second shows that negation of logical sum is equal to logical multiplication (not logical sum) of negated terms.
Table 10 shows the truth table of Nature 7 to verify these formulae.

| $A$ | $B$ | $\bar{A}$ | $\bar{B}$ | $A \cdot B$ | $\bar{A} \cdot B$ | $\bar{A}+\bar{B}$ | $A+B$ | $\overline{A+B}$ | $\bar{A} \cdot \bar{B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |

Table 10: Truth table of Nature 7

- Nature 8: Law of Complementary

$$
\mathrm{A} \cdot \overline{\mathrm{~A}}=0, \mathrm{~A}+\overline{\mathrm{A}}=1
$$

The truth table is shown in Table 11.

| $A$ | $\bar{A}$ | $A \cdot \bar{A}$ | 0 | $A+\bar{A}$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 |

Table 11: Truth table of Nature 8

- Nature 9: Unit Element Law
$\mathrm{A} \cdot 1=\mathrm{A}, \mathrm{A}+0=\mathrm{A}$
The truth table is given in Table 12.

| $A$ | 1 | 0 | $A \cdot 1$ | $A+0$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 0 |

Table 12: Truth table of Nature 9

- Nature 10
$\mathrm{A} \cdot 0=0, \mathrm{~A}+1=1$
The truth table is shown in Table 13.

| $A$ | 0 | 1 | $A \cdot 0$ | $A+1$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 |

Table 13: Truth table of Nature 10

- Nature 11
$\overline{1}=0, \overline{0}=1$
This means that negation of the truth value " 1 " is " 0 " and negation of the truth value " 0 " is " 1. ."


## 4. Idontical equation

The basic nature has been explained in 3. Basic nature of Boolean Algebra. Then let's solve identity problems. What is important here is to remember the basic nature only and forget all others. An identity, like the above basic rules, is an equation of two sides which work identically.

## (Example 1)

$$
\begin{equation*}
A+A \cdot B=A+B \tag{1}
\end{equation*}
$$

Expand the left member to the right:

$$
\begin{aligned}
\mathrm{A}+\overline{\mathrm{A}} \cdot \mathrm{~B} & =(\mathrm{A}+\overline{\mathrm{A}}) \cdot(\mathrm{A}+\mathrm{B}) \ldots \\
& =1 \cdot(\mathrm{~A}+\mathrm{B}) \ldots \ldots \\
& =\mathrm{A}+\mathrm{B} \ldots \ldots \ldots
\end{aligned}
$$

- Distributive Law

8) Law of Complementary

3 Commutative Law, Unit Element Law
Thus the equation (1) was proven to hold good by using the basic laws.
(Example 2)

$$
A \cdot(\bar{A}+B)=A \cdot B \ldots(2)
$$

Expand the left member to the right:

$$
\begin{aligned}
A \cdot(\bar{A}+B) & =A \cdot \bar{A}+A \cdot B \\
& =0+A \cdot B \\
& =A \cdot B
\end{aligned}
$$

The identical equations (1) and (2) are important, called the Second Law of Absorption.
（Example 3）

$$
\begin{equation*}
A \cdot B+A \cdot \bar{B}+\bar{A} \cdot E=A+B \tag{3}
\end{equation*}
$$

Expand the left member to the ngit：

$$
\begin{aligned}
A \cdot B+A \cdot \bar{B}+\bar{A} \bar{B} & =A \cdot(B+B)+A \cdot B \ldots \\
& =A+\bar{A} \cdot \bar{B} \ldots \ldots \\
& =A+B \quad \ldots \ldots
\end{aligned}
$$

3：Distrbutive Law
6 ：Law or Complementary，Unir Element Law
：Second Law of Absorption

## （Example 4）

$A \cdot B+B \cdot C+B \cdot C=A \cdot B r \bar{A} \cdot C$
Expand the left member to the nght：

$$
\begin{equation*}
\mathrm{A} \cdot \mathrm{~B}+\mathrm{A} \cdot \mathrm{C}+\mathrm{B} \cdot \mathrm{C} \tag{4}
\end{equation*}
$$

$$
\begin{aligned}
& =A \cdot B+\bar{A} \cdot C+B \cdot C \cdot(A+\bar{A}) \\
& =A \cdot B+\bar{A} \cdot C+B \cdot C \cdot A+B \cdot C \cdot \bar{A} \\
& =A A \cdot B+(A \cdot B) \cdot C+\{A \cdot C+B \cdot C) \\
& =A \cdot B+\bar{A} \cdot C
\end{aligned}
$$

64y ：Unit Element Law．Law of Complementary
（ Distributive Law
霰：Commutative Law，号aw of Ascomation
（ Law of Absorption

## （Example 5）

$(A+C) \cdot(B+D) \cdot(B+C) \cdot(A+D)=A \cdot B+C \cdot D$
Expand the left member to the right：

$$
\begin{align*}
(A+C) \cdot & (B+D) \cdot(B+C) \cdot(A+D)  \tag{5}\\
& =\{(A+C) \cdot(A+D)\} \cdot(B+C) \cdot(B+D)\}  \tag{電}\\
& =(A+C \cdot D) \cdot(B+C \cdot D) \ldots \ldots \ldots \\
& =A \cdot B+C \cdot D \ldots \ldots \ldots
\end{align*}
$$

6 ：Commutative Law，Law of Association
6）Distributive Law
（6）Commutative Law，Distributive Law

## 

Now tet＇s see an intereting law of boclean algebra called the duality principle，It asexphned es follows： A given identical equathe，will still be an equation when the following are escharged smultanoously．

$$
\begin{aligned}
& -4 \\
& +\rightarrow 0 \\
& 1 \rightarrow 0 \\
& 0 \rightarrow 1
\end{aligned}
$$

Actually，of the basic mies of Boolean algebra dis－ cussed thus far，the dually pmonple folds true in each of a par of two idenved eqthtions in Narure $2 \sim 11$ ．The duality principle can aks be confimed by comparing identical equanons Examples 1 ant 2.

（Example 6）

$$
\begin{align*}
& \bar{A} \cdot B+A \cdot B=(A+B) \cdot(A+B)  \tag{6}\\
& (\bar{A}+B) \cdot(A+B)=A \cdot B+\bar{A} \cdot \bar{B}
\end{align*}
$$

When equation（6）holds true，（7）too holds true． Let＇s first prove that（6）holds true：

## $\bar{A} \cdot \vec{B}+\mathrm{A} \cdot \bar{B}$

$$
\begin{aligned}
& =(\bar{A} \cdot B+\bar{A}) \cdot(\bar{A} \cdot B+\bar{B}) \ldots \ldots \ldots \ldots \\
& =\{(A+\bar{A}) \cdot(A+B) \mid \cdot\{(\bar{A}+\bar{B}) \cdot(B+\bar{B})\} \ldots \ldots \\
& =(A+B) \cdot(\bar{A}+\bar{B}) .
\end{aligned}
$$

（ Distributive Law
＊：Commutative Law，Distributive Law
6）Law of Complementary，Unit Element Law
Then prove that equation（7）holds true：
$(\overline{\mathrm{A}}+\mathrm{B}) \cdot(\mathrm{A}+\overline{\mathrm{B}})$

$$
\begin{aligned}
&=(\overline{\mathrm{A}}+\mathrm{B}) \cdot \mathrm{A}+(\overline{\mathrm{A}}+\mathrm{B}) \cdot \overline{\mathrm{B}} \ldots \ldots \ldots \ldots \\
&(\mathrm{~A} \cdot \overline{\mathrm{~A}}+\mathrm{A} \cdot \mathrm{~B})+(\overline{\mathrm{A}} \cdot \overline{\mathrm{~B}}+\mathrm{B} \cdot \overline{\mathrm{~B}}) \ldots \ldots \ldots \ldots \\
&=\mathrm{A} \cdot \mathrm{~B}+\overline{\mathrm{A}} \cdot \overline{\mathrm{~B}} \ldots \ldots \ldots \ldots \ldots \\
& \text { : } \text { Distributive Law } \\
& \text { : } \text { Commutative Law, Distributive Law } \\
& \text { : Law of Complementary, Unit Element Law }
\end{aligned}
$$d

Thus equation（7），a slightly modified version of （6）using the duality principle，proved also to be an identical equation．
When the principle is applied to identical equations verified in Examples $3 \sim 5$ ，the following equations will be obtained：

From（3），
$(A+B) \cdot(A+\bar{B}) \cdot(\bar{A}+B)=A \cdot B$
From（4），

$$
\begin{equation*}
(A+B) \cdot(\bar{A}+C) \cdot(B+C)=(A+B) \cdot(\bar{A}+C) \ldots \tag{8}
\end{equation*}
$$

From（5），

$$
\begin{equation*}
\mathrm{A} \cdot \mathrm{C}+\mathrm{B} \cdot \mathrm{D}+\mathrm{B} \cdot \mathrm{C}+\mathrm{A} \cdot \mathrm{D}=(\mathrm{A}+\mathrm{B}) \cdot(\mathrm{C}+\mathrm{D}) \ldots(10) \tag{9}
\end{equation*}
$$

Verify these equations yourself to determine that they hold true．
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